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Abstract. Tools that detect and transform privacy sensitive information
in user content have been proposed to enhance privacy in contexts such as
social media. However, previous research has found that privacy-related
concerns can be higher in these types of tools compared to similar non-
privacy tools. In this paper, we focus on adoption of these tools and
investigate how the knowledge that a data-processing tool has a privacy
purpose affects privacy-related factors of intention to use such a tool,
when compared with a similar tool with a non-privacy-related purpose.
We conducted a user study where we described a privacy-enhancing
and a non-privacy-enhancing photo manipulation app to two groups of
participants. The results show that general and context-specific privacy-
related perception has different effects for the two types of apps. In
particular, although participants perceived the same level of privacy risk
towards both types of apps, this risk only had a significant negative effect
on intention to use in the case of the privacy-enhancing app. Furthermore,
disposition to value privacy increased both perceived risk and intention to
use the privacy-enhancing app. We discuss these findings in the context
of the diffusion of privacy-enhancing tools for user content.
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1 Introduction

Users increasingly reveal great amounts of personal information, related to them-
selves or others, on social media. The consequences of sharing this information
can be negative and result in regret from users [32, 28]. Automated analysis of
images has been proposed as a way of protecting peoples’ privacy in a social
media context [20]. In general terms, these proposals work by analyzing the con-
tent of peoples photos to detect whether the content reveals private or sensitive
information and potentially transforming that content to anonymize it [21, 12].
However, research on perception towards privacy tools has identified that users
have privacy-related concerns towards these types of tools. In the evaluation of
third-party tracking blockers, Schaub et al. [27] reported that some participants
distrusted the tools because of the perception that the tools themselves would
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collect their personal data, even though the trackers could do the same. In a
study on privacy add-ons, Corner et al. [3] also found that some users distrusted
the tools because they thought the tool itself would be used to access their data.
Although people understand and agree with the beneficial purposes of a privacy-
enhancing tool that analyses their data, they also worry about surveillance and
having their privacy intruded upon by these tools [2, 1]. In principle, there is not
much to distinguish a privacy-enhancing tool and a non-privacy enhancing tool
besides the purpose of protecting privacy. For both types of tools, users would
have to provide their photos in order to receive the service. However, previous
research has found that for privacy-enhancing tools that process user content, the
level of privacy concern can be higher than for similar tools with a non-privacy
related purpose [1].

Although there is evidence of a different level of privacy-related concern to-
wards privacy-enhancing tools, research has not examined whether this difference
also applies to the mechanism of intention to adopt such a tool. The objective
of this study is to investigate if the perception towards privacy-enhancing tools
might be different from tools that process data for a non-privacy-related purpose.
We conducted a user experiment to examine how the knowledge of the privacy-
enhancing purpose of the tool influenced the effect of privacy-related factors on
intention to use the tool, compared to a non-privacy-enhancing tool. The results
indicate that there is a difference in the relationship between factors for these two
types of tools. In particular, risk perception negatively influences the intention to
use the privacy-enhancing app, but does not significantly affect the non-privacy-
enhancing app. In addition, for the privacy-enhancing app, disposition to value
privacy had a significant positive influence on intention to use the app, but for
the non-privacy-enhancing app, there is no significant effect. The contribution of
this research is a clarification of the mechanism through which privacy-related
factors have contrary effects on intention to use a privacy-enhancing tool.

2 Methodology

In this section we describe the methodology used for the study, including the
research questions, experiment design and ethical considerations.

2.1 Research Objectives

The study focuses on examining any differences in user perception towards a
privacy-enhancing and non-privacy-enhancing tool, in light of the fact that both
types of apps have the same potential for privacy risk. In order to do so, we
use a privacy-focused model of intention to use a technology, adapted from [23,
6]. The research model is presented in Figure 1. The model establishes that
context-specific privacy-related constructs (Perceived risk, Perceived benefit and
Trust) influence Intention to use the tool. In addition, it also establishes that
privacy-related dispositions and experience (Disposition to value privacy and Prior
privacy experience) influence all context-specific constructs. The relationships
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Fig. 1. Research model.

between the constructs in the model have been proposed and validated in previous
research [23, 6, 5]. As mentioned, the focus in this study is in the differences that
may arise due to the type of tool priming. More specifically, we seek to answer
the following questions:

- Are there differences in the relationships between privacy-related factors
and intention to use for privacy-enhancing and non-privacy-enhancing tools?

- Are there differences in the relationships between general privacy attitudes
and experiences, and privacy-related factors of intention to use, for privacy-
enhancing and non-privacy-enhancing tools?

2.2 Experiment Design and Task

In order to answer the research questions, we designed an experiment which
consisted of a task for participants to read and give their opinion about an
hypothetical app that would be used to transform photos for uploading on social
media. We manipulated the purpose of app: privacy-enhancing vs. non-privacy-
enhancing. The objective of this study was to evaluate differences in perception
that resulted from the manipulation (priming), therefore, the privacy-enhancing
app was explicitly described as such. Participants viewed the description and a
mockup of only one type of app (between-subjects design). After reading about
the app, the participants answered a questionnaire.

We described to participants an hypothetical free, third-party app for social
media photos. For the privacy-enhancing app, the purpose was described as
protecting privacy; for the non-privacy-enhancing app, the purpose was described
as enhancing the content for fun. The app would hypothetically work by ana-
lyzing and detecting the content in the users’ photos. We described the type of
information the app would detect from the photos: private information for the
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Fig. 2. Experiment app mockups. Left: Privacy-enhancing app. Right: Non-privacy-
enhancing app.

privacy-enhancing app, and information that could be enhanced with stickers for
the non-privacy-enhancing app. We then presented a non-interactive mockup of
the app which showed how it would work. The mockups for each group had the
same general design, and only differed in their message and the transformation
performed on the photo (privacy-enhancing vs non-privacy enhancing) The detail
of the app mockup is shown in Figure 2. After the mockup, we showed five
additional photo examples to the participants. Photos were sourced from the
COCO dataset [22].

We measured the constructs of interest with scales adapted from previous
research: Intention to use [24], Perceived benefit [6], Perceived risk [23], Trust [15],
Disposition to value privacy [33] and Prior privacy experience [29]. The responses
used a 7-point scale, ranging from Strongly disagree to Strongly agree, except
for Prior privacy experience which was measured on a 7-point scale, ranging
from Never to Very frequently. The detail of the measurement items is shown on
Table 1. The questionnaire also included age, gender (as an open text box [30]),
frequency of social media posting and attention check questions.
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We validated the questionnaire with pretests conducted with Amazon Me-
chanical Turk workers. The pretest workers were compensated with US$1.7 and
we rewarded an additional US$1 to participants who provided detailed feedback.
In the pretests, we also validated that it was clear to the participants what was
the purpose of the app (privacy-related or non-privacy-related).

Table 1. Measurement items

Intention to use
Given the chance, I intend to use this app.
Given the chance, I predict that I would use this app in the future.
It is likely that I would use with this app in the future.

Perceived risk

In general, it would be risky to give my photos to this app.
In general, it would be risky to give personal information to this
app.
There would be high potential for privacy loss associated with
giving personal information to this app
There would be too much uncertainty associated with giving per-
sonal information to this app.
Providing this app with personal information would involve many
unexpected problems. (reverse scale)

Perceived benefit
Revealing my personal information on this app will help me obtain
the result I want.
I need to provide my personal information so I can get exactly
what I want from this app.
I believe that as a result of my personal information disclosure, I
will benefit from a better, customized result.

Trust
I would feel safe giving personal information to this app.
This app would tell the truth and fulfill promises related to the
information provided by me.
I trust that this app would keep my best interests in mind when
dealing with my personal information.

Disposition to
Compared to others, I am more sensitive about the way my personal
information is handled.

value privacy Keeping my information private is the most important thing to
me.
Compared to others, I tend to be more concerned about threats to
my information privacy.

Prior privacy
How often have you personally experienced incidents whereby your
personal information was used by some company or e-commerce
web site without your authorization?

experience How much have you heard or read during the last year about the
use and potential misuse of the information collected from the
Internet?
How often have you personally been the victim of what you felt
was an improper invasion of privacy?
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2.3 Participant Recruitment and Ethical Considerations

We recruited participants on Amazon Mechanical Turk with the following qualifi-
cations: workers from the USA, who had at least a 99% acceptance rate for their
tasks, and who had worked on at least 5000 tasks. We set the participant reward
at US$2.5 (US$11.5/hour rate for a 11 minute survey). We obtained 400 responses
in total and we identified 20 responses which were duplicated submissions or had
answered the attention questions with unrelated content. These responses were
rejected and the rest of participants (380) were rewarded.

This study was exempt from review according to our institution’s criteria
for research of this type. Nevertheless, we provided a notice to inform potential
participants about the characteristics of the study. The notice included a descrip-
tion of the purpose of the survey, the approximate time to finish it and the task
participants were expected to do (read a description and answer questions). The
notice also explained that the survey included attention questions, but that we
would not reject the participants answers based only on these questions. However,
we clarified that we would reject duplicated answers or answers unrelated to
the question asked. We indicated that the survey was completely voluntary and
that participants were free to decline to participate, that we would not collect
identifying information such as name, email or IP address, and that the results
would be used for academic purposes only. We also indicated that the survey
was limited to adults who lived in the United States. Finally we provided the
principal researchers’ name and email address in case of any questions about
the study. Participants were asked to access the link to the survey itself if they
accepted to participate.

3 Results

In this section, we describe the sample obtained and the results of the data
analysis.

3.1 Sample

We first identified 22 multivariate outliers using the Mahalanobis distance (alpha
= 0.001). We removed these cases from analysis, resulting in a sample size of 358
participants (exactly 179 in each group). This sample size is over the minimum
sample required for finding path coefficients of 0.11 - 0.2, with a significance
level of 5% and a power of 80% [7], based on the inverse square root method
for minimum sample size estimation [18]. The age mean was 41 for both groups,
with a median of 37 years-old in the Privacy app group and 38 years-old in the
Non-privacy app group. The gender distribution was 93 (52%) female / 86 (48%)
male participants in the Privacy app group and 101 (56%) female / 78 (44%)
male participants in the Non-privacy app group.

We compared the characteristics of participants between groups using non-
parametrical tests. Mann-Whitney U tests indicated that there were no significant
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differences in age (p = 0.94), gender (p = 0.4) or frequency of social media posting
(p = 0.11) between groups. The sample results indicate that the participant groups
are comparable.

3.2 Group Comparison

We used a partial least squares structural equation modeling (PLS-SEM) method
to evaluate the hypotheses of the study. This method accounts for interrela-
tionships between the constructs of interest and for data which may not be
normally distributed [8]. We conducted the PLS-SEM analyses using SmartPLS
(v.3.3.9) [25]. The focus of this study is to investigate differences between the
experiment groups. In other words, we evaluate if participant perception is in-
fluenced by the privacy purpose priming. In order to do this, we conducted a
PLS-SEM analysis, in particular, a multigroup analysis (PLS-MGA [13]).

First, we evaluated the reliability and validity of the measurement model. We
examined indicator reliability by inspecting the items loading on their respective
constructs, that is, the correlation weights between the construct and its indicators
(measurement items). All loadings had a value over the threshold of 0.708 [8],
ranging from 0.821 to 0.992. To evaluate internal consistency reliability, which
is the association between indicators of the same construct, we examined the
rhoA reliability coefficient [4]. For all constructs, rhoA values were higher than
the satisfactory minimum of 0.7 [7], ranging from 0.836 to 0.99. The rhoA values
were higher than the ideal upper limit of 0.9, but this was likely due to the
use of established scales from previous research. Convergent validity, which is
how much the construct converges to explain indicator variance, was examined
using the average variance extracted (AVE). The AVE for all constructs had
a value above the minimum level of 0.5 [8], ranging from 0.74 to 0.981. We
examined discriminant validity, which is how much a construct is distinct from
other constructs, using the heterotrait–monotrait (HTMT) ratio of correlations
criterion. As required, all values were significantly lower than the threshold value
of 0.9 [7], ranging from 0.04 to 0.775.

Before the multigroup comparison analysis, we conducted a measurement
invariance of composite models (MICOM) procedure [14] to validate that the
models can be compared. The procedure consists of three steps to test for
configural invariance, compositional invariance, and composite mean values and
variances equality. The first two steps are necessary to establish partial measure
invariance, which is required to be able to meaningfully compare the structural
model between groups. The first configural invariance step requires that the data
has the same handling, that all constructs have the same measurement items,
and the same estimation settings are used across groups. We ensured that these
requirements were met for our analysis. The second compositional invariance
step requires that the constructs are formed equally in the groups. We conducted
a permutation test to evaluate compositional invariance. The results show that
no correlations were significantly different (p >0.05) and all fall within the 95%
confidence interval, which indicates compositional invariance of the models for
all constructs. We then tested the composite mean values and variances equality.
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The results show that Intention to use (difference in mean = 0.229, p=0.033)
and Perceived benefit (difference in mean = 0.332, p=0.002) were significantly
different between groups in terms of composite mean value. All other constructs
had equal mean values and variances. The positive difference in mean indicates
that Intention to use and Perceived benefit were significantly higher for the
privacy app. Although this is not the focus of the analysis, we interpret this
result to simply reflect a difference in the benefit of the hypothetical apps, of
enhancing privacy in comparison to enhancing enjoyment.

The results of the MICOM procedure indicate that there was partial measure-
ment invariance, due to the significant differences in the mean of Intention to use
and Perceived benefit. Therefore we also examined the difference in structural
models in terms of the standardized path coefficients between groups. We first
validated the quality of the structural models, by examining collinearity issues
and the coefficient of determination (R-squared). Collinearity (too high correla-
tion) issues in the structural models was examined by calculating the variance
inflation factor (VIF) values for the constructs. All VIF values were below 5, that
is, below threshold for critical collinearity [8]. The values ranged from 1.111 to
3.373. R-squared values measure the variance in a construct explained by the
predictors; values of 0.25 are considered weak [8]. The values ranged from 0.1
to 0.704. Trust was the only construct with a value lower than 0.25 (0.1 in the
Privacy app group and 0.163 in the Non-privacy group), but this was due the
covariates being its only predictors in the model.

We then examined the standardized path coefficients for each group. A
bootstrapping procedure with 10,000 samples [26] was used to calculate the path
significance. Statistical significance criteria for the path coefficients is determined
by the bootstrapped standardized t statistic [7]: >3.291, significant at 0.1%
(alpha = 0.001) probability of error; >2.576, significant at 1% (alpha = 0.01),
>1.96, significant at 5% (alpha = 0.05) (two-tailed). The results of the analysis
are shown in Table 2 for the privacy-enhancing app group and Table 3 for the
non-privacy-enhancing app group.

The results for the privacy-enhancing app group show that only two relation-
ships were not statistically significant: Trust did not have an effect on Intention
to use and Disposition to value privacy did not have an effect on Perceived benefit
of the app. In addition, Disposition to value privacy increased both Perceived
risk and Intention to use the privacy-enhancing app, and it reduced Trust in the
app. The same was true for Prior privacy experience, which in addition also sig-
nificantly increased Perceived benefit of the privacy-enhancing app. On the other
hand, for the non-privacy-enhancing app group the results show that Perceived
risk did not have a significant effect on Intention to use the app. In addition,
the covariates had a reduced influence. Disposition to value privacy and Prior
privacy experience only significantly influenced Perceived risk and Trust. The
result models are shown in Figure 3. With regards to indirect effects, Perceived
risk and benefit both significantly mediated the effect of Trust on Intention to
use the privacy-enhancing app. In addition, Trust mediated a negative effect of
Disposition to value privacy on Perceived benefit. For the non-privacy-enhancing



Factors of Intention to Use a Privacy-enhancing Tool 9

Table 2. Path coefficients - Privacy-enhancing app group.

Original
Sample

Sample
Mean

Std.Dev. 95% CI T Statist. p-value

Risk → Intention −0.282 −0.279 0.114 [ −0.497, −0.047] 2.460 0.014
Benefit → Intention 0.397 0.394 0.098 [ 0.194, 0.579] 4.042 0.000
Benefit → Risk −0.174 −0.174 0.058 [ −0.293, −0.062] 2.985 0.003
Trust → Intention 0.176 0.181 0.119 [ −0.047, 0.421] 1.472 0.141
Trust → Benefit 0.704 0.704 0.047 [ 0.600, 0.787] 14.967 0.000
Trust → Risk −0.494 −0.495 0.075 [ −0.635, −0.341] 6.594 0.000
DispPriv → Intention 0.179 0.179 0.063 [ 0.055, 0.304] 2.817 0.005
DispPriv → Benefit −0.077 −0.078 0.061 [ −0.195, 0.040] 1.273 0.203
DispPriv → Risk 0.238 0.237 0.049 [ 0.145, 0.339] 4.880 0.000
DispPriv → Trust −0.160 −0.158 0.078 [ −0.311, −0.006] 2.041 0.041
ExpPriv → Intention 0.124 0.127 0.062 [ 0.005, 0.250] 1.998 0.046
ExpPriv → Benefit 0.153 0.153 0.067 [ 0.025, 0.289] 2.294 0.022
ExpPriv → Risk 0.222 0.222 0.061 [ 0.105, 0.343] 3.658 0.000
ExpPriv → Trust −0.207 −0.212 0.092 [ −0.380, −0.020] 2.250 0.025

Table 3. Path coefficients - Non-privacy-enhancing app group.

Original
Sample

Sample
Mean

Std.Dev. 95% CI T Statist. p-value

Risk → Intention 0.021 0.021 0.127 [ −0.239, 0.254] 0.170 0.865
Benefit → Intention 0.360 0.362 0.089 [ 0.184, 0.530] 4.054 0.000
Benefit → Risk −0.144 −0.144 0.062 [ −0.265, −0.019] 2.317 0.021
Trust → Intention 0.365 0.364 0.119 [ 0.122, 0.590] 3.078 0.002
Trust → Benefit 0.665 0.663 0.054 [ 0.549, 0.763] 12.242 0.000
Trust → Risk −0.512 −0.511 0.066 [ −0.635, −0.374] 7.719 0.000
DispPriv → Intention −0.026 −0.025 0.083 [ −0.183, 0.142] 0.310 0.757
DispPriv → Benefit −0.123 −0.125 0.075 [ −0.268, 0.022] 1.645 0.100
DispPriv → Risk 0.316 0.317 0.060 [ 0.204, 0.438] 5.294 0.000
DispPriv → Trust −0.274 −0.272 0.082 [ −0.425, −0.105] 3.333 0.001
ExpPriv → Intention 0.049 0.048 0.067 [ −0.081, 0.181] 0.724 0.469
ExpPriv → Benefit 0.098 0.097 0.071 [ −0.039, 0.235] 1.390 0.164
ExpPriv → Risk 0.103 0.103 0.052 [ 0.002, 0.207] 1.983 0.047
ExpPriv → Trust −0.203 −0.208 0.080 [ −0.348, −0.032] 2.554 0.011

app, Trust mediated the effect of the covariates on Perceived benefit and Intention
to use.

Finally, we conducted the multigroup analysis procedure (PLS-MGA), which
can test moderation by the group variable across the model, to evaluate the
differences in the strength of the variables’ relationships between experiment
groups. The results show that the relationship between Disposition to value
privacy and Intention to use (difference in path coefficient = -0.303, p=0.08),
and Perceived risk and Intention of use (difference in path coefficient = 0.204,
p=0.051) had the largest differences in path coefficient strength with p <0.1.
However, the differences were not significant at p <0.05. This may be result of
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Non-privacy app

Privacy app

Fig. 3. Result models. Top: Privacy-enhancing app group. Bottom: Non-privacy-
enhancing app group.

insufficient power for PLS-MGA: although the sample size per group is adequate
for the separate analyses, the sample size is lower than the recommended sample
size per group of 200 for multigroup analysis [17].

4 Discussion

As already known from previous research, one of the main factors of the intention
to use an app are the perceived benefits (named performance expectancy in
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UTAUT2) [31]. Thus, it is not surprising to identify that also in our experiment.
If the tool is not perceived as beneficial, one wouldn’t expect the (potential) users
to use it. However, for those users who have an interest in using such a tool, there
will be other factors contributing to and obstacles reducing the intention to use.

In our model, those factors are the perceived risk of the app and the trust
in the app. Although participants perceive the same level of privacy-related
risk towards both apps, an increase of perceived risk is not associated with a
decrease of intention to use the non-privacy-enhancing app. In contrast, for the
privacy-enhancing app, higher perceived privacy risk does have a significant
negative influence on intention to use. In other words, the findings suggest that
for the non-privacy-enhancing app, participants opinions follow along the privacy
paradox, which states that privacy issues are considered important to users but
that it does not affect their subsequent choices. Instead, other considerations,
such as benefit, are more important to their actual behavior [19]. The results
show that this does not happen for the privacy-enhancing tool. Considering that
the hypothetical apps work in the same way and are almost identical except for
their stated purpose, we can say this is a result of the experiment priming since
the participants’ are aware of the privacy-related purpose of the app. Regarding
trust in the app, interestingly there is no significant direct influence from trust to
intention to use for the privacy-enhancing app. While previous findings showed
a direct effect [9–11], it seems that in our experiment the effect of trust on
intention to use for the privacy-enhancing app was to a large degree mediated by
perceived risk and perceived benefits. Similarly to perceived risks, disposition
to value privacy increases both intention to use and perceived risk towards the
privacy-enhancing app. This is a logical relationship, but the findings suggest a
challenge for the adoption of this type of privacy-enhancing apps, which rely on
user data processing, by people who are concerned about their privacy.

The result of our experiment shows that privacy-enhancing tools seem to prime
users simply by stating their purpose, even though they would not fundamentally
work differently than apps for other purposes. Naturally, it is difficult for privacy-
enhancing tools to avoid priming users since tools need to have a proper name,
often including privacy-related terms, to be found and of course described properly
to let the (potential) users know what the tools are good for. If privacy terms
were avoided, then those who are more disposed to think of privacy as important
could fail to find these tools. On the other hand, as the findings show, the
disposition to think that privacy as important has contrary effects: these users
might want to use such tools to protect their privacy but at the same time
feel increased privacy risk regarding the tool. Summing up, providers offering
a privacy enhancing-tool should emphasize the privacy aspects. However, they
should not only focus on explaining the benefits of their tool, but also trying
to explain how their tool addresses potential risks of abusing user data to build
trust. We encourage further research on how emphasizing these benefits and the
risk mitigation, which are likely to be privacy-related, have additional impact on
users’ privacy risk perception.
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4.1 Limitations

This study has a number of limitations. First, we are considering a parsimonious
research model, and it is possible that other constructs may also affect intention
to use, and that those relationships could be affected by the type of app. Second,
we relied on the responses from Amazon Mechanical Turk workers. Research
has shown that these workers have a higher sensitivity to privacy issues [16],
and we also limited participation to experienced workers with a minimum of 5k
tasks. Therefore, the results might not be generalizable to other populations.
Third, we used a non-interactive app mockup for the experiment. This decreases
the realism of the situation for participants, who are not risking their private
information. Future research should consider validating these results in a more
realistic situation, i. e. by investigating user perception of a real privacy-enhancing
app.

5 Conclusions

In this study, we investigated whether user perception of a privacy-enhancing
photo app is different from perception of a similar app that does not have a
privacy purpose. The results show that there are differences in the relationships
between privacy-related factors and intention to use the two types of app. Specif-
ically, perceived risk does not have a significant influence on intention to use
the non-privacy-enhancing app, which is congruent with the privacy paradox.
However, for the privacy-enhancing app, perceived risk significantly negatively in-
fluences intention. In addition, although participants’ disposition to value privacy
positively influences how much risk they perceive towards the two types of apps,
for the privacy-enhancing app it also has a positive influence on intention. That
is, that the same disposition has a contrary effect of participants wanting to use
the privacy-enhancing app, which would protect their privacy, and increasing how
much privacy risk they feel from potentially using the app. In future research,
we plan to experimentally investigate if the manipulation of the levels of these
constructs might alter the balance between them in a way that results in increased
or decreased intention to use a privacy-enhancing tool.
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