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ABSTRACT
Users are confronted with a variety of different machine learning
applications in many domains. To make this possible especially for
applications relying on sensitive data, companies and developers
are implementing Privacy Preserving Machine Learning (PPML)
techniques what is already a challenge in itself. This study provides
the first step for answering the question how to include the user’s
preferences for a PPML technique into the privacy by design pro-
cess, when developing a new application. The goal is to support
developers and AI service providers when choosing a PPML tech-
nique that best reflects the users’ preferences. Based on discussions
with privacy and PPML experts, we derived a framework that maps
the characteristics of PPML to user acceptance criteria.

KEYWORDS
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1 INTRODUCTION
With increased implementation of machine learning (ML) in daily
applications, such as self-driving cars or voice assistants, the user
acceptance of ML systems has become an important criteria for
developers and service providers.

However, a significant percentage of users is concerned about
privacy [32] which has a negative impact on the user acceptance
of the corresponsing ML system. Nowadays, companies can also
benefit frommeeting the privacy requirements of the users by using
it as a unique selling point, thus gaining market advantage towards
competitors. One way to address the users’ privacy concerns is to
make use of a privacy preserving machine learning (PPML) tech-
nique to provide the requested service in a privacy-friendly manner.
In many cases, the existing PPML technique requires a trade-off
between privacy and other properties such as performance [35, 42]
or accuracy [54]. An additional challenged is that in general, users
lack a deeper understanding about the technologies used. Thus,
users can not be asked directly, which PPML they would prefer and
the determination of ”the best“ PPML technique for a certain use
case becomes challenging.
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In general, investigations of end-user acceptance are not new.
The Technology Acceptance Model (TAM) was introduced by Davis
[15] already in 1985 and is based on the theory of reasoned ac-
tion [20] and the theory of planned behavior [1]. With the evolution
of TAM, privacy concerns were also considered to play an impor-
tant role for some systems and can prevent users from adopting
a system. However, the investigation of User Acceptance Criteria
(UAC), in particular for Privacy Enhancing Technologies (PETs) is
quite sparse [7, 24]. Even if a developer or service provider aims
to deliver a privacy preserving service, it is not clear how it is re-
lated to the user acceptance [10]. Regarding ML services, the aim
of PPML is to allow the training of such models while keeping at
the same time the data of the input parties (data subject) private [2].
While it is already a challenge to identify the best suitable PPML
technique from a technical point of view [29, 39], it is even harder
to assess which technique has the best end-users acceptance. It is
widely recognised that knowledge [11, 37] and privacy literacy [23]
influence the users’ privacy concerns, and thus the acceptance of
the service. Since self reported knowledge of users oftentimes does
not match their actual knowledge [25] and due to the complexity
of PPML, educating users might be not appropriate. Therefore, it
is important to provide some guidance to developers and service
providers which UAC are influenced by different PPML charac-
teristics. While also other criteria such as familiarity with PPML
technology or maintanance costs exist, UAC can be (one of) the
most important aspects to consider when deploying a new system.

Our contribution is a first step on answering the question how to
include the users’ PPML preferences into the privacy by design pro-
cess. To achieve this we provide a mapping that allows developers
and service providers to conclude about preferred PPML charac-
teristics – even if the users are unfamiliar with the specific PPML
techniques. Thus, we aim to support developers and AI service
providers when choosing a PPML technique that best reflects the
users’ preferences. Many of the identified PPML characteristics
will not only depend on a single technique, but may depend on a
combination of them or on other characteristics of the architecture.
Thus, we provide the first step for:

i) A structured discussion on the end-user perception of PPML
techniques.
ii) A structured decision support for developers and service providers
to identify the PPML techniques with a good (expected) user accep-
tance.
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2 RELATEDWORK
In this section, we provide an overview of related literature that
investigates the users’ concerns and behaviour when interacting
with PETs/PPML techniques.

Research on the users’ expectations towards Differential Pri-
vacy (DP), using vignette scenario surveys, identified that users
are concerned about the risk of information disclosure. Moreover,
the willingness to share data is increased if the risk of information
disclosure is reduced [14]. Padyab and Ståhlbröst [36] found a re-
luctance of users to integrate PET-tools to protect their privacy
in the internet because the users are not involved enough in the
evaluation and design process of technologies. They conclude that
further research on evaluation criteria for PET tools and user be-
haviour is required to increase the actual adoption of PETs. This
emphasises the importance of analysing user concerns towards
PPML. Regarding the attitude towards PET tools, PET users exhibit
a higher level of surveillance concern by a privacy enhancing tool
compared to a non-privacy tool [11]. User concerns in location
obfuscation scenarios, where also a lack of privacy awareness was
found might be counteracted by providing explanations and vi-
sualisations to the user [12]. Zhang et al. [53] investigated how
comfortable people are with the presence of cameras in different
video analytic scenarios. They found a lack of awareness by the
participants and a need for improved transparency, enabling the
user to decide about the collection and processing of such data.
Moreover, they found a diverse set of preferences what underpins
the need to empower users to manage their privacy decisions. Re-
search on users’ information processing of privacy risks in terms
of design aspects of data exposure visualisation found that users’
understanding of which type of personal data is shared by an app
has still to be improved [50]. Boulemtafes et al. [9] proposed a
multilevel taxonomy for developers to categorise PPML techniques
based on privacy preserving tasks and key technological concepts.
They find that a successful solution depends on several constraints
and might require several PPML techniques.

To the best of our knowledge, no work focusing on the user
acceptance of different PPML techniques has been brought up so
far. While we could identify investigations of user acceptance and
understanding for single technologies, or the comparison of PPML
techniques from a technical point of view, an overall framework,
comparing different technologies with regard to certain UAC is
missing. Compared to existing frameworks that analyse privacy
attitudes of users towards PET tools, we aim for a framework to
support developers, deciding which PPML technique to use by
mapping the UAC to PPML characteristics.

3 METHODOLOGY
In this section, we have a look at the overall PPML environment that
we are investigating, describe our research questions and explain
how we address them.

3.0.1 Research Questions: We investigate which PPML technique
a user would prefer to be implemented for a certain ML service that
requires the disclosure of personal data to the PPML service chain.
Since all PPML techniques aim to improve privacy a distinction is
made by analysing technical differences. However, it is difficult to
directly obtain users’ preferences for a technological application

(PPML) where specific technical background is required. A solution
would be to educate users about the technologies what is expected
to be quite difficult due to the complexity of this topic. With our
approach, we aim to provide a structured decision support for de-
velopers and service providers to identify the PPML techniques
with good (expected) user acceptance. Our research questions are:

R1: What are the user acceptance criteria a user can notice?
R2:What are PPML characteristics that separate the different PPML
techniques from each other?
R3: Which of the user acceptance criteria can be influenced by the
PPML characteristics that separate the different PPML techniques
from each other?

3.0.2 Defining the PPML Environment: Since different entities have
a different perspective, a common understanding of the PPML envi-
ronment is necessary for our later discussion (see Figure 1). The enti-
ties and their interaction were elicited from literature, e.g. [5, 18, 45],
the GDPR, and the expert discussions. As potential data subject we
aggregate two different types of natural persons. Both types can be
a data subject as defined in the GDPR, if personal data is involved
in the data sharing. First, a user1 as a natural person using an AI
service as a service customer of the AI service provider. The user
provides input data for a service requested and receives a result that
is calculated based on the input data. If the input data is used/shared
with other entities we denote it as user data. Second, the people
who provide data for the training of the PPML model are called
data entities. A user can be a data entity if she is providing data
for model training. We exclude a user providing private data about
another user because this does not change the choice of the PPML
technique. In general, data can be shared by another service. For
the data subject, the AI service chain is a blackbox. An AI service
chain can consist out of multiple tasks. We picked the most im-
portant three tasks and assigned them to three entities. First, the
PPML developer was commissioned by the AI service provider to
create a PPML model for their users. Creating a PPML model is
not necessarily a one time task, but can happen continuously. The
data required by the PPML developer can (a) be taken from the data
store containing data from data entities not known to the AI service
provider or (b) is provided/created by the AI service provider from
user data. In the latter case, the user becomes also a data entity.
Based on this, the PPML developer creates the model for the AI
service provider who uses it in the user relationship. The data store
can also be responsible for storing user data from the AI service
provider or receive data from the PPML developer. The three tasks
(1) providing the service, (2) developing the PPML model and (3)
storing data/creating a database can be performed by a single entity.

3.0.3 Expert Discussions, Mapping, Evaluation, and Pruning: From
the related work and the existing models, we created two initial
groupings with collected attributes as a common starting point for
the expert discussions (see Figure 2). In total, there were 32 partici-
pants consisting of 18 disjunct experts. All expert groups consisted
out of 7-9 junior and senior researchers with minimum two senior

1Art. 3, AI Act [4] (proposed EU law) defines user as: “[...] any natural or legal person,
public authority, agency or other body using an AI system under its authority [...]”.
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Figure 1: PPML environment including the existing entities
and data relationships.

researchers. We had 9 experts in discussion (1), 7 experts in dis-
cussion (2). To become an expert in discussion (1), a background
in privacy and user acceptance models, and for discussion (2), a
background in ML and PPML development was required. Some of
the participants from academia and enterprises were recruited from
the project CyberSec4Europe under Agreement 830929 of European
Union’s Horizon 2020 research and innovation program. Discussion
(1) and (2) were starting from the respective initial collection and re-
garding the experts independent without any overlap. In discussion
(3) we had 7 experts and in discussion (4) we had 8 experts, from
the previous groups. All discussions took approximately one hour.
In the discussions we handed out the attributes with the respec-
tive descriptions. A brief introductory presentation explaining the
scope of discussion and an attribute overview were provided. Then
participants had time to read the attribute descriptions carefully.
Shared notes and comments were collected during the reading time
to not overlook any argument. This was followed by a discussion
in the whole group that was structured by the collected arguments.
As a starting point of discussion (3), all three authors independently
mapped the attributes from the previous groupings. We put more
weight on the justification for a connection then the amount of hits
so that a connection can be included if one researcher has a valid
argument and all three agreed on it. To evaluate the strength of our
agreement, we calculated the Fleiss Kappa [21] that is corrected for
the random match of evaluators for the user and for the data entity
individually. For the user, we achieved a Fleiss Kappa of 0.5038 and
for the data entity a Fleiss Kappa of 0.5336. Landis and Koch [27]
define Kappa within the boundaries from 0 − 1 with 0 − 0.2 indi-
cating a poor agreement and 0.81 an almost perfect agreement. For
an agreement of 0.41 − 0.6 they evaluate the strength of agreement
as moderate. This highlights the difficulty of mapping UAC and
PPML characteristics. Thus, the score still shows a good validation
of our results. To prune the framework, we removed attributes
with no link between UAC and PPML characteristics, then merged
attributes where connections were highly similar. The resulting
mapping was evaluated in two expert discussions (3) with the pre-
vious experts. We split the group in the 3rd round of discussions
to increase the speaking time each participant. In discussion (4)
we validated the reduced framework. The experts’ arguments are
included in the results and the discussion of the mapping. This

Figure 2: Flowchart of collection, mapping and reduction
process

Figure 3: Grouping of User Acceptance Criteria

research was reviewed by the ethics committee at our institution
and was deemed to be out of scope. The project has been classified
as ethically acceptable.

4 RESULTS
This section presents the attributes that were collected and sorted
during the expert discussions: User acceptance criteria and PPML
characteristics. Finally, we map and prune both mindmaps to further
investigate research question R3.

4.1 User Acceptance Criteria
15 attributes out of the initial 21 UAC were selected as a result of
the expert discussions (cf. Fig. 3, Tab. 1).
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The expected effect for the user acceptance for each attribute is
given: positive (+), negative (-) or scenario dependent (*). For better
structure, UAC are organised into 4 classes.

Privacy concerns (-) are found in many models, i. e., the IUIPC
[31] or APCO [6] models. Also the personal privacy experience
of a user has an impact on the individual privacy concerns [6].
Automated decision making (ADM) (*) describes the concern of the
process getting out of hand with people treated rather as numbers
than individuals. It comes along with the concern of insufficient
ways to disagree to ADM also known as “reduced judgement” [43].
Unauthorised secondary use (−) describes the concern of a misuse
of data initially collected for a certain purpose, for a secondary
purpose without authorisation [43]. Data bias (−) is the concern of
discriminating results by unrepresentative data [17]. According to
the Ethics Guidelines for Trustworthy AI (in the following EGTAI)
[13] biases can lead to unintended discrimination, prejudice or
unfair competition. Unauthorised access (-) is the concern of access
of personal data to unauthorised people [17, 43] leading to problems
in confidentiality and integrity [49].

User Experience (+) according to ISO 9241-210 [16] is: “A per-
son’s perceptions and responses resulting from the use and/or an-
ticipated use of a product, system or service.”. It is anti-proportional
with the time a user requires to use the technology [47]. Ease of
use (+) is the expected effort associated with the use of PPML
[34, 47]. The assessment should consider demographic details such
as age, gender and also focus on users with disabilities in all societal
groups [13]. Adaptability (−) is the concern that a system cannot
be adapted to a change in context, e.g., locations or time of the
day [48]. Availability (+) is described as the level to which a user
can successfully access a certain technology when required [49].
Performance (+) is the extent to which the use of a technology will
benefit certain activities [34, 47].

Perceived data processing (*) is more focused on the percep-
tion of the technology compared to privacy concerns. Collection(*)
is the concern that massive amounts of personal data are collected
and stored [43, 52]. Users want to know when and how data was
collected, and when the consent was given [17]. Data purpose (*) for
personal data collection has to be legitimate, explicit and specified
[19]. While generally providing the purpose has a positive effect,
the effect of unrelated use is ambiguous [17, 44]. Correctness of
stored data (*) is the concern that the stored data exhibits errors
or incorrect user data, e.g., caused by insufficient protection [43]
or incorrect data collection. Storage Location (*): A transfer of data
across geographical borders might reveal personal data and is thus
regulated in Article 44 ff. [19]. Physical storage location can be local
or with a cloud provider who has full data control and can perform
malicious tasks [40].

Perceived trustworthiness (+): is defined as the perceived level
of a trustees’ trustworthiness, influenced by ability, integrity and
benevolence [33]. Additionally, trustworthy AI is the interaction
of lawfulness, robustness and adherence to ethical principles [13].
Perceived lawfulness (+) is the concern of a user that data is not pro-
cessed lawfully. Not lawful behaviour or even the suspicion thereof
is assumed to have a negative effect on the user acceptance. Fairness
(+) is mentioned in e.g. Article 5 and 14, GDPR. According to Mal-
gieri [30] fairness is a substantial balancing of the involved parties.
It is separated from lawfulness and transparency by not being a

Figure 4: Grouping of PPML Characteristics

legal construct. Fairness aims to mitigate situations of unfair imbal-
ances, where the data subject feels vulnerable. Transparency (+) is
found in Article 14, GDPR includes the right to receive meaningful
information about the logic when automated decision-making or
profiling is used. Insufficient information about an AI service can
lead to unsatisfied users [17].

4.2 PPML Characteristics:
We have elicited 14 attributes directly related to PPML, represent
by 3 classes (cf. , Fig. 4, Tab. 1). Since PPML and the ML model are
nested, we have enriched the collection with attributes that are
used in ML literature to compare ML models [8, 26]. We focused
on attributes that differentiate PPML techniques.

Data: This node, contains all data related attributes. Data size
is defined by the number of rows and columns of a dataset. Some
PPML techniques require different sizes of data to achieve a high
accuracy. Data quality is an important factor that might restrict the
choice of possible PPML techniques because not all algorithms can
calculate with noisy or missing data. Aggregation of data during
the de-identification or distribution between entities can have a
negative impact on accuracy and utility [29]. Sensitive attributes
can identify a person. Following Article 4, GDPR, a person can
be identified (in)directly by reference to an identifier [19]. In our
definition, an attribute is sensitive if it identifies a data subject as
member of a certain group, e.g., gender, age or race [51]. Another
derived risk is Location of data storage. Large amounts of data which
cannot be stored within a company might be outsourced to a third
party [5].

PPML model: Explainability from the technical perspective re-
quires human understanding and traceability of the PPML model
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decisions [13]. Good explainability can only be achieved if consid-
ered in each step of the model design [28]. Location of computa-
tion describes the different model structures, e.g., collaborative or
individual learning [9]. Learning structures can be derived from
horizontally and vertically distributed data, [41], e.g., server-based
or -assisted approaches [9]. Training method depends on the task
and data structure. Frequently used methods are supervised learn-
ing and unsupervised learning. Further training problems are e.g.,
reinforcement or semi-supervised learning. Training tasks are, e.g.,
classification, regression, anomaly detection, or language process-
ing [8]. Accuracy is the most important factor for measuring the
effectiveness of a PPML model [9, 26]. The appropriate accuracy
metric has to be chosen from a variety to prevent masking bad
model utility [26]. Training time determines the adaptability of a
PPML model, e.g., in FL [22] and depends on the model’s computa-
tional complexity [5, 9]. Performance is influenced by many factors,
e.g., computational complexity, communication overhead [9, 22, 55],
and the fallback strategy [13]. Thus, we define performance as the
overall run time of the PPML service from the user request to the
final results.

Privacy and Security: This node collects attributes directly in-
fluencing privacy and security of the PPMLmodel. Resilience against
attacks should prevent model or data manipulation, corruption or
leakage by malicious actors [13]. Although PPML techniques try
to overcome possible weaknesses, specific attacks trying to undo
the de-identification or shut down the whole system exist. Purpose
and access limitation describe the probability of revealing personal
data from the model. Tanuwidjaja et al. [45] differentiate between
privacy of model, client and result. A combination of PPML tech-
niques might be necessary to address all privacy risks [9]. Technical
robustness has to be considered during the whole PPML life cycle
and the model has to be evaluated in the respective context. Mod-
els must be reliable, robust against changes in hardware, software,
and interacting parties and minimise unintentional or unexpected
behaviour [13].

4.3 Mapping
We examined the influence of PPML characteristics on the UAC for
single users and both user and data entity (see Table 1). Themapping
was developed from 3 independent mappings by the authors. It was
validated, pruned and re-validated in the expert discussions. We
present the most interesting findings below:

Privacy concerns in automated decision making primarily af-
fect the user of a PPML service. Two approaches can reduce the
user’s concerns: explainability increasing understanding of why a
certain decision was made, and accuracy ensuring the prediction
is always correct. Thus, we assessed data quality and accuracy as
most important factors. The experts argued that a wrong classifica-
tion based on bad input data can be circumvented with high data
quality. They also suggested to extend explainability with a com-
munication channel, enabling users to challenge results or report a
bias. Data bias we evaluate as a user-specific concern. According
to the experts training methods and pre-processing can overcome
biased data. Another approach is training AI to make fair decisions
despite a bias [46] without reducing the accuracy. However, this
is difficult to implement. Explainability for early identification of

data bias and high data quality are also important countermeasures.
Regarding unauthorised secondary use and unauthorised access, the
location of data storage, purpose and access limitations, besides oth-
ers were linked as they address the users’ concern of e.g, a cloud
provider accessing private data. Further mitigation strategies are
first, distributed or local model architectures, moving control to the
users [40]. Second, aggregation of data during collection and third,
occurrence of fewer sensitive attributes. Resilience against attacks,
and technical robustness ensuring that the model behaves reliable,
prevent unauthorised access[13]. We agreed that unauthorised sec-
ondary use is related to intentionally using data for another purpose,
thus attributes like resilience against attack do not apply.

Regarding user experience, ease of use was highlighted. Espe-
cially high accuracy, low training time for on device services and
fast performance have a huge impact[3]. Experts emphasised that
data quality is important for mandatory services. A system which
cannot deal with small errors in data submission/collection, e.g.
spaces in IBANs, can cause frustration. Adaptability is only con-
nected to accuracy since a good accuracy testing should cover all
real world influences e.g. different locations [48]. This connection
was also emphasised by the technical experts. Strongly connected
to all PPML characteristics except privacy and security is per-
formance indicating the speed at which a user receives the result.
Regarding availability, this includes a fallback strategy and fault
tolerance. Also the location of computation can be important in case
of a broken cloud connection. Trade-offs in performance, e.g., high
accuracy increasing training time and computational overhead and
reducing achieved privacy, exist. Thus, developers should carefully
weight these attributes to match the user’s expectations.

Perceived data processing is strongly connected to the PPML
characteristic data, especially location of data storage and sensitive
attributes. Regarding collection, explainability can help the user
to understand the origin of data. For the UAC collection and data
purpose linked to purpose and access limitation most connections
are overlapping. The experts emphasised that the principles of data
minimisation and storage time limitation (data purpose) by limiting
how long data is stored/used impacts the training method and thus
also accuracy. It was also noticed that an overdependent on old
data can mask recent developments. To ensure the correctness of
stored data, input data quality is a key factor. In general, wrong
data causes less harm if no sensitive attributes are included. For the
data purpose we highlight the importance of the training method
because not every method is suitable for every purpose.

All UAC in perceived trustworthiness were elicited from the
GDPR. The experts stressed that an appropriate level of security is
frequently mentioned in the GDPR, thus we connected resilience
against attacks with perceived lawfulness for both, user and data
entity. Strongly connected to this is also the technical robustness.
But also explainability, location of data storage, and computation are
essential to consider because they strongly influence the lawfulness
of the service. Regarding fairness, especially data biases should be
avoided, resulting in all attributes from data bias being included in
fairness. To achieve fairness, reliability and minimisation of unin-
tended outcomes are crucial, thus we included technical robustness.
We incorporated training methods since those can deal with biased
data. For the UAC of transparency, explainability is the most im-
portant factor increasing the users understanding of the computed
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Table 1: Mapping of User Acceptance Criteria and PPML Characteristics
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result. Finally, the location of computation is relevant as users might
not understand complicated architectures, e.g., FL.

5 DISCUSSION
In this section, we evaluate and discuss our research questions,
discuss difficult or interfering connections, and give an outlook on
the future roadmap.

Regarding R1, we collected 23 UAC that were structured into four
groups and finally reduced to 15 criteria, iteratively including the
experts attributes and arguments. While a variety of possible at-
tributes exists, one of the key challenges is to pick the right defini-
tion for similar but slightly different terms. Thus, we focused on a
clear distinction from other attributes. We find that the attributes
in privacy concerns and perceived data processing are likely to
negatively influence the UAC. Besides this, user experience can
overall positively influence the user acceptance. Balancing decisions
are required for inverse effects, e.g., between user experience and
privacy concerns based on the scenario. Again, the representation
for the criteria is at this step just a collection and not conclusive but
might be extended with the future developments, e.g., the proposal
of the Artificial Intelligence Act [4].

Regarding R2, 21 PPML attributes were collected that sepa-
rate the different PPML techniques. Those were finally reduced

to 14. The experts, clarified that the use of PPML is highly scenario-
dependent. Thus, not only characteristics from PPML but also ML,
e.g., the training method are included. Again, the importance of
existing trade-offs between attributes was highlighted, e.g., the ac-
curacy privacy trade-off. Although out of scope for this framework,
budget constraints should be considered. Overall, the experts found
the collection of PPML characteristics useful. The attributes data
utility and upkeep were added in discussion (1) but removed in
discussion (4), as well as implementation effort, since no mapping
was made. Disagreements among experts emerged when defining
performance. On the one hand, performance can be analysed per
component. On the other hand, performance can be treated as the
overall performance of the application; our agreed-on definition.
The final framework was presented to the experts again in discus-
sion (4), and all definition are agreed to be valid.

Regarding R3, UAC that can be influenced by the PPML tech-
niques were identified. From a user’s perspective, changes by the
developers have to be comprehensible, thus too complex connec-
tions were removed. A challenge when aiming to increase the user
acceptance are user trade-offs, e.g., between availability, perfor-
mance and accuracy. Technically, the availability and performance
of a service can often be increased by using approximations in-
stead of complex models but this can cause wrong classifications
or data biases. Moreover, the experts raised that users have differ-
ent sensitivities of privacy. What works well to increase the users’
acceptance in one use case does not need to work in another. E.g.,
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for the storage location it is not clear, whether data is stored more
securely at a cloud service or at the user’s device since the result of
the trade-off depends on the trustworthiness of the cloud service,
the security, and control of the device [38]. Finally, this mapping
builds the base for a structured decision support for developers and
service providers to identify the PPML with a high (expected) user
acceptance by providing user relevant and technically alterable
attributes.

5.1 Evaluation
To evaluate the relevance we have compared the final, expert val-
idated mapping with the EGTAI [13], GDPR [19], and proposed
AI Act [4]. From 15 UAC, 3 are not covered by the EGTAI (UX3,
DP1, DP3), 5 not by GDPR (PC3, UX1 - UX4) and 7 not by the AI
Act (PC4, UX1 - UX3, DP2, PT1, PT2). Generally, the EGTAI has a
more human centred approach, taking ease of use and adaptabil-
ity into account. The GDPR has a strong focus on data protection
including collection and processing, but ML related issues are not
covered explicitly. The AI Act aims to fill this gap, covering specific
AI related attributes. From the 14 PPML characteristics 6 are not
covered in the EGTAI (Data1, Data2, Data4, Model2, Model5), 6
not by GDPR (Data2, Data4, Model3, Model4, Model5, Model6) and
3 not by the AI Act (Data2, Model3, Model5). Overall, the AI Act
enriches the GDPR with a special focus on AI and biometrics. The
EGTAI highlights the need for explainable AI but AI Act and GDPR
mention it rarely. Although data size, training method and time are
not covered, these attributes are highly relevant to the developers
because they strongly influence the application. Since none of the
regulations and guidelines covers all attributes, this emphasises the
need to support developers with a structured mapping.

5.2 Impact
We contribute to the discussion of the user perception of different
PPML techniques by providing an expert validated collection of
UAC criteria that is mapped with PPML characteristics. The dis-
cussion on user perception of PPML is relevant for policy makers,
future standardisation and is still an open question in research.
Moreover, our framework helps developers understand how UAC
can be influenced by PPML characteristics in an application, with
the aspiration to best match user preferences. This is relevant be-
cause with accepted PPML applications, privacy can be used as a
competitive advantage against competitors.

5.3 Limitations
A limitation of this work is the focus on attributes that can be
perceived by users as an UAC and at the same time be influenced
by the developer. With our approach we only take a look at the
user perspective but for a complete picture, developers have to
uphold companies’ interests and comply with legal regulations.
Thus, our mapping is not a standalone guideline but provides a
first evidence what to consider when choosing a PPML technique
for a certain scenario. Nevertheless, comparing PPML attributes in
different scenarios, e.g., resilience against attacks is not trivial and
complicated by the accuracy privacy trade-off. Our mapping is a
starting point for a user oriented PPML design.

5.4 Future Work
In future we aim to provide with our framework a score for a
certain PPML solution based on the users’ acceptance criteria. To
achieve this, the framework will be complemented by a comparison
of the most common PPML techniques based on our elicited PPML
characteristics. How to use the framework will also be showcased in
the next step of our research roadmap. We also plan an evaluation
of our framework by users and experts to validate usability and
utility of our solution.

6 CONCLUSION
This work contributes to the discussion of user perception of PPML
by providing an expert validated mapping of user acceptance crite-
ria and the influencing characteristics of PPML. With this mapping
we aim to provide developers and service provider with a better
understanding of how they can address users’ concerns when us-
ing PPML services that rely on users’ sensitive data. Furthermore,
we aim to increase the users’ trust in ML applications and at the
same time to meet their need for privacy preservation without
overwhelming the users with technical terms and representations.
Developers should always take the users’ needs into account from
the beginning of the ML lifecycle when designing a PPML model.
This is relevant because with accepted PPML applications, privacy
can be used as a competitive advantage against competitors. Our
framework also contributes to the discussion on user perception
of PPML and thus also has an impact on policy makers, future
standardisation and current research. In this work, to validate our
approach we have used discussions with privacy and security ex-
perts and an evaluation of key relevant regulations and guidelines.
The next steps are an attribute ranking by users and the comparison
of the most common PPML techniques based on our framework.
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