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Figure 1: Data flow chart and de-identification techniques, including the Vehicle/Driver, Business Intelligence Provider (B-IP)
and Energy Grid Operator (EGO).

ABSTRACT
Vehicles are becoming interconnected and autonomous while col-
lecting, sharing and processing large amounts of personal, and
private data. When developing a service that relies on such data,
ensuring privacy preserving data sharing and processing is one of
the main challenges. Often several entities are involved in these
steps and the interested parties are manifold. To ensure data pri-
vacy, a variety of different de-identification techniques exist that
all exhibit unique peculiarities to be considered. In this paper, we
show at the example of a location-based service for weather predic-
tion of an energy grid operator, how the different de-identification
techniques can be evaluated. With this, we aim to provide a better
understanding of state-of-the-art de-identification techniques and
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the pitfalls to consider by implementation. Finally, we find that
the optimal technique for a specific service depends highly on the
scenario specifications and requirements.
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1 INTRODUCTION
The ongoing digitalization of automotive vehicles is partially driven
by the desire of autonomous driving. However, already in its current
state, automotives form a swarm of moving sensors, permanently
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recording various kinds of data. Thus, an obvious idea is to make
use of this data for other purposes than (autonomous) driving. For
example, the data could be integrated into concepts for smart cities.
A report fromMcKinsey already discussed in 2016 the monetization
of car data [7] and recently, Inrix announced their data marketplace
IQ1 for anonymized location-based data [46].

However, anonymizing location-based data is not an easy task
and can easily lead to privacy or compliance violations. If the related
data can be used to identify the vehicle, the driver or the passengers
it has to be considered as personally identifiable information (PII).
E. g. [37] showed in the context of individual insurance models that
the identification of a driver in a group of all users of a vehicle was
possible with more than 90% accuracy. Due to the General Data
Protection Regulation (GDPR) [16], companies need to provide doc-
umentation for the explicit consent of EU citizens if they want to
collect and process PII. This is also in line with a set of privacy prin-
ciples by the Alliance of Automobile Manufacturers (AAM) from
2014 [1] which encourages affirmative consent for the collection of
sensitive data such as the driver’s biometrics, geolocation or driver
behavior data. Pesé and Shin [30] provide an overview of relevant
automotive privacy regulations. A report from 2017 [2] seems to
confirm that car manufactures aim to respect these guidelines.

Getting the driver’s consent may not always be easy for the car
manufacturer since the driver does not need to be the owner of the
car. Thus, de-identification, preventing the identification of persons
from the collected data, avoids the need to ask for consent. While
the consumers’ intention to use a car is still mostly influenced by the
perceived benefits and privacy risks only have a minor influence [9],
legal and compliance issues – as sketched above – provide a strong
incentive to get the de-identification right.

On the other hand, even though several anonymisation tech-
niques are available and the EuropeanData Protection Board (EDPB)
issued guidelines on the processing of personal data in the context of
connected vehicles including guidance on data anonymisation [3],
a public consultation on the content of these guidelines re-iterated
the need for clearer guidance with good practices of data anonymi-
sation [10]. The anonymization process rises several challenges:
i) Proving that the collected data is properly de-identified, which
involves proving that any re-identification is impossible. ii) The
average on-the-road lifespan of a vehicle is about 11 years with
roughly 5 years before needed to design the vehicle [19]. That re-
quires foresight of almost two decades or a process for regular
updates. iii) With several de-identification methods in place2 and a
magnitude of possible combinations, it is difficult to select the best
or even a propper approach.

Certainly, there is no one-size-fits-all approach and the used ap-
proach needs to be aligned to the relevant scenario. In this paper we
aim to identify and evaluate suitable de-identification approaches
for a scenario in which weather data is collected by cars and shared
with the operator of an energy grid to allow the operator more re-
liable forecasts for the production of renewable energy (cf. Sect. 4).
The scenario is meant to be a realistic example but the lessons
learned in the analysis are not limited to the specific scenario and
can be transferred to related scenarios as well.

1https://inrix.com/products/inrix-iq/
2ISO/IEC 20889:2018 [21] lists more than 20 different approaches

Our contribution is the presentation of an elaborated scenario
description (in Sect. 4) in which collected data is shared with a third
party without the need to ask the driver for consent. Furthermore,
we elicit requirements for the suitable de-identification approaches
based on our threat model (Sect. 5) and then discuss (dis-)advantages
of the considered de-identification approaches (Sect. 7).

2 BACKGROUND AND RELATEDWORK
In this section we provide a brief overview of existing de-identifi-
cation techniques and related literature.

2.1 De-identification
This section aims to create a comprehensive overview on the cur-
rent status of academic literature on de-identification methods and
techniques. In the following, an overview on the models available
in ISO/IEC 20889:2018 and the privacy preserving machine learning
literature is provided.

In general, the de-identification techniques from the ISO/IEC
20889:2018 [21] are separated into 8 major classes. First, statistical
tools such as sampling and aggregation. Second, cryptographic
tools including deterministic, order-preserving, and Homomor-
phic Encryption (HE), as well as secret sharing. Third, suppression,
including masking, local suppression, record suppression and sam-
pling. Four, pseudonymization aiming to replace original identifying
attributes with independent pseudonyms, e.g. using randomization.
Five, granularization reducing the granulartiy of information in
attributes with techniques such as rounding or top/bottom cod-
ing. Six, randomization modifying attributes randomly utilizing
e.g. noise addition, permutation, or micro aggregation. Seven, dif-
ferential privacy, a system to share information in a dataset while
withholding information about a single information in that dataset
[15]. Eight, 𝑘-anonymity defining a state where a person cannot be
distinguished from 𝑘 − 1 other persons in a dataset [38].

Especially for machine learning scenarios, Al-Rubaie and Chang
[4] expand that list by secure processors, also known as Trusted
Execution Environments (TEE) ensuring the confidentiality and
integrity of the source code. Moreover, in the domain of privacy pre-
serving machine learning, Secure Multiparty Computation (MPC) is
a well-known approach to ensuring data privacy when computing
data from multiple sources [11, 25, 34]. Another technique for pri-
vacy preserving machine learning is Federated Learning (FL) that
enables the training of a model on a local device without sharing
all data with a central entity [25, 44].

2.2 Related Work
In the following, prior scientific research on de-anonymisation
techniques are presented that are of importance to this work.

Gruteser and Grunwald [20] analyse the anonymous usage of
vehicular location-based services, such as fleet management, traffic
monitoring or consumption-based car insurances that are based
on telematics. They conclude that the risk of re-identification and
location tracking can be reduced utilizing 𝑘-anonymous data. A
significant amount of research has also been conducted on mobili-
ty-related use cases such as VANETs using 𝑘-anonymity [40, 41] or
HE [17, 31] to ensure the privacy of vehicles. Pape and Rannenberg
[29] demonstrate how the application of privacy patterns in fog

https://inrix.com/products/inrix-iq/


Comparison of De-Identification Techniques for Privacy Preserving Data Analysis in Vehicular Data Sharing CSCS ’21, November 30, 2021, Ingolstadt, Germany

computing environments can improve the users’ privacy in a smart
vehicle use case.

Frank and Kuijper [18] investigates vehicle users’ privacy con-
cerns by evaluating the use of cameras and capacitive proximity
sensing in driver assistance systems. As a result of their survey they
find evidence that the anonymization by capacitive proximity sens-
ing is preferred. Thereby, they underline the impotency to address
the privacy concerns of vehicle users by sufficient technical solu-
tions. Also Krontiris et al. [22] find that the consumers acceptance
of autonomous vehicles depends on a privacy preserving design
that protects against tracking.

Krumm [23] compares different de-identification techniques for
inference attacks on location tracks utilizing an experimental asse-
ment. He claims that the required degree of corruption for noise or
rounding is very likely to make location-based services unusable.
In his test environment, spatial cloaking based on 𝑘-anonymity
was only effective within a 2 km radius. Ribaric et al. [35] reviews
techniques for de-identification of personal identifiers in another
context: multimedia contents. They classify personal identifiers
into non-biometric, biometric and soft biometric identifiers.

Kumar et al. [24] review and compare existing techniques for
de-identification with the aim to protect the personal privacy. In
their conclusion they line out that 𝑘-anonymity, 1-diversity and
T-closeness can reduce the risk of personal data unveiling although
they are vulnerable against some privacy attacks. Also Murthy
et al. [28] analyze and compare perturbation, anonymization and
cryptographic approaches. They conclude that from the compared
techniques, suppression stands out while swapping lags behind
due to massive resource consumption. Al-Rubaie and Chang [4]
elaborate on techniques to protect the privacy of users for certain
machine learning tasks. Majeed and Lee [27] provide an overview
of de-identification techniques for relational tables to complex so-
cial graphs. They classify the techniques into graph modification,
generalization/clustering, privacy-aware graph computation, DP
approaches and hybrid graph anonymity methods. Moreover, they
come to the conclusion that traditional anonymization techniques
do not perform well without further improvements. Rao et al. [33]
compare de-identification techniques for large scale data in third
party data sharing. They come to the conclusion that there is no
concrete solution yet. Nevertheless, they see future potential in
machine learning-based techniques. Wernke et al. [43] compare
different privacy approaches to protect location privacy. They con-
clude that the combination of different attacks is still a challenge
for the de-identification approaches they analyzed.

Rinaldo and Horeis [36] present a model to achieve a realis-
tic assessment of autonomous structures considering the relation
between safety and security. However, their approach does not
consider privacy requirements at all.

3 METHODOLOGY
In the following section we explain how we have chosen, selected
and evaluated de-identification techniques for our use case.

3.1 Scenario Development
The scenario was developed in multiple video calls with experts
from the Research Association for Automotive Technology (FAT), a

department of the German Association of the Automotive Industry
(VDA3). Altogether, three scenarios were developed. The iterative
procedure consisted of a presentation of the current version of
the scenario by the authors of this paper. The presentation was
intermingled and followed by feedback from the experts. After
the feedback, the scenario was revised for the next presentation.
Altogether, there were five feedback loops until the scenarios were
considered to be mature.

3.2 Requirement Elicitation
To elicit the requirements in section 5, we started building a thread
model for the presented use case (cf. section 4) in collaboration
with the experts from FAT. From the related literature we identified
potential risks and mapped them to the presented use case. We
especially focus on risks for location-based sevices as, e.g. intro-
duced by Wernke et al. [43]. A deeper discussion will exceed the
focus of this paper because possible extension and mathematical
definition have to be introduced. Again, with this paper we aim
to provide a starting point to choose a de-identification technique
when developing a location-based service in vehicular networks.
Nevertheless, potential attacks and drawbacks of each technique
are elaborated in the results (section 7).

After we identified the potential risks for the vehicle/driver we
elicited the most important requirements the de-identification tech-
niques have to fulfill.

From the scenario and the requirements we derive attributes to
evaluate the de-identification techniques which meet the require-
ments.

3.3 Selection of De-identification Techniques
To identify possible techniques we use the ISO/IEC 20889:2018
and de-identification literature in the vehicular domain. To select
suitable de-identification techniques we use the scenario definition
and requirements. Insufficient solutions are also excluded.

3.4 Analysis of De-identification Techniques
Finally, we present possible implementations with the leftover de-i-
dentification techniques. We evaluate the de-identification tech-
niques with the attributes derived earlier. Finally, wemap the results
in an overview table.

4 SCENARIO DESCRIPTION
The aim of this use case is to provide a third party, the Energy Grid
Operator (EGO), with accurate and current weather data. This data
is gathered by vehicles on the road within a specific area for which
the EGO needs more or more accurate information. Figure 2 depicts
a high-level overview of the use case while the entities in the use
case are described below in more detail.

4.1 Entities
The entities in this use case are defined as follows:

• E1 Vehicle The vehicle driving within a certain geograph-
ical area is using multiple sensors to collect live weather

3German: Verband der Automobilindustrie e. V. is a German interest group of the German
automobile industry consisting of automotive manufacturers as well as automobile
component suppliers
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Figure 2: High-level data flow chart

information such as brightness, rain and humidity. This in-
formation, together with the current vehicle location, is used
to provide real-time weather insights as a service to the B-IP.
The concern of the driver is that no personal data about the
driver of a vehicle is shared with the B-IP. The sensors of
the vehicle create data in a frequency of 60 data points per
minute. There are multiple vehicles on the road.

• E2 Vehicle drivers Vehicle drivers can be both the owner
of a vehicle as well as other individuals such as friends and
family members of the vehicle owner. For the technical eval-
uation of this use case, a differentiation is not necessary. For
the sake of simplicity, we will also not differentiate between
driver and vehicle.

• E3 Business Intelligence Provider (B-IP) The B-IP is
responsible for analyzing and preparing the data and follows
the need-to-know principle. Thus, the B-IP only receives
data that is mandatory to meet the EGO’s requirements.

• E4 Electricity Grid Operator (EGO) The EGO uses the
data from the B-IP for energy demand predictions. Therefore,
the EGO requires aggregated data once per minute. The
data quality is required to exhibit enough information to
make reliable energy demand predictions. Therefore, the
EGO requires data in a frequency of 1 data point per minute.

• E5 Manufacturer The vehicle manufacturer is the initia-
tor of the use case and receives information on the correct
functioning of the service itself. This may include informa-
tion on the total amount of data that has been processed and
aggregated statistics on the provided service. The vehicle
manufacturer is not directly involved in the processing and
providing of data and is therefore not further considered in
this scenario. No sensitive data is exchanged between B-IP
and the manufacturer.

4.2 Data Flow
In this section we establish privacy sensitivity and data gathering
frequency for the different types of data that are to be used in the
use case. The different communication channels are derived from
Figure 2. Table 1 is showing the data gathered by the vehicle and
send to the B-IP via channel A.

Table 1: Communication Channel A: From vehicle to B-IP

Data Privacy Data truthfulness Frequency
Sensitivity at record level

Brightness Low No 1/min
Rain Low No 1/min
Temperature Low No 1/min
Atmospheric pressure Low No 1/min
Humidity Low No 1/min
GPS High No 1/min
VIN High Yes 1/min

Table 2: Communication Channel B: From B-IP to EGO

Data Privacy Data truthfulness Frequency
Sensitivity at record level

Brightness Low No 1/min
Rain Low No 1/min
Temperature Low No 1/min
Atmospheric pressure Low No 1/min
Humidity Low No 1/min
GPS High No 1/min

Both EGO and B-IP place requirements on the data quality and
the frequency with which the data is to be provided to them. Table
2 is showing the data that arives at the B-IP and is send to the EGO.

4.3 Assumptions
This use case comes with several assumptions:

• A1 Personal data sharingNo direct personal data is shared
about the owners and drivers of a vehicle.

• A2 De-Identification An optimal solution provides data
privacy for all data types that occur in this use case.

• A3 Data frequency For its purposes, the EGO requires
the aggregated data once per minute.

• A4 Data quality The data quality after the data collection
is sufficient for the EGO’s purpose.

5 REQUIREMENT ELICITATION
Wernke et al. [43] claim that one approach for de-identification
in location privacy scenarios is hiding the users’ identity while
only reveling the position of anonymous objects. One of the major
threads they identified for this approach is the linking of context
information with the anonymized location. Furthermore, according
to them, another approach is to only provide location data to cus-
tomers with a certain accuracy. Moreover, temporal information
strongly influences the thread of context information linking [43].

5.1 Threat Model
In this section we present possible attack scenarios for the EGO
use case. These form the basis for finding adequate solutions that
can withstand such or similar attack scenarios. The thread model
is derived from the protections goals of Wernke et al. [43] that
covers: user identity, user position, and temporal information in
combination with identity or position.

5.1.1 Exact location determination . This attack tries to reveal the
exact location of the vehicle from a perturbated GPS location. This
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is done by combining the perturbated GPS location with brightness
or rain data and an external database containing tunnel data. If all
cars in a certain area report and one car does not, one can assume
that this car was driving through a tunnel at the time of reporting.
Because the number of tunnels in a certain area is limited, the
location can be guessed precisely and thereby the perturbation is
annulated. Wernke et al. [43] describe this attack as map matching
in which irrelevant areas are removed until a certain user can be
identified.

5.1.2 Vehicle Tracking and Track Localization. Even with pertur-
bated GPS signals, a malicious B-IP can easily be track certain
vehicles if the speed limits on certain roads are known. This infor-
mation can be easily accessed with an external database. Although
the B-IP does not get the true location, the average speed can be
calculated over time and based on this, possible roads or highways
can be identified. Also, a database with traffic information contain-
ing traffic jams and accidents can leverage this attack. Gruteser and
Grunwald [20] claim that privacy problems in vehicular environ-
ments are magnified if a service requires continous recording and
sharing of location data.

5.1.3 Linkability and Profiling. If a VIN number can be clearly
mapped to a certain vehicle, a malicious B-IP can easily profile a
certain vehicle over time. Although data is sent perturbated and
anonymized, the B-IP in this attack tries to identify certain vehicles
and creates profiles over time.

5.2 Requirements for De-Identification
From the presented threads we derive the following requirements:

• Unlinkability: The B-IP should not be able to identify a cer-
tain vehicle to lower the risk of profiling. This also holds for
the EGO who should also not be able to identify a certain
vehicle from the crowd.

• Location perturbation: No real GPS data is sent to decrease
the risk of identification. This requirement becomes more
difficult over time and is closely related to linkability.

• The quality of data should still be high enough to add value
to the EGO’s energy demand prediction model.

5.3 Attributes for De-identification Techniques
Using the threat models derived in section 5, we identify suitable
de-identification techniques that are able to provide an acceptable
level of data privacy. For each technique, the level of effort and
quality of results are determined. Hereby we focus on a qualitative
evaluation based on academic literature without the use of real data.
All de-identification techniques and the proposed de-identification
techniques are evaluated on the following aspects that we derived
from the requirements and the scenario:

• Protective effect The overall level of privacy that can be
achieved through the de-identification technique in the par-
ticular use case. An optimal solution is able to protect per-
sonal information against any attack scenario outlined in
this work.

• Complexity Complexity describes the overall complexity
to develop, implement and maintain a particular solution.
Oftentimes, a de-identification technique cannot simply be

put to work but requires careful fine-tuning towards the
specific type and frequency of gathered data as well as the
desired output. Additionally, techniques and their algorithms
need to interact with the environment in which they are
implemented.

• Runtime Runtime describes the time that the overall solu-
tion for a use case needs to perform all necessary tasks that
lead to the de-identification of data. This includes the actual
runtime of algorithms, the execution of code, and the gath-
ering and distributing of data and results between different
entities.

• Degree of maturity The degree of maturity describes the
scientific and commercial advancement of a de-identification
technique. While some techniques are already used regularly,
others need not yet be suitable for commercial use.

• Implementation effort The overall effort that needs to be
taken to implement the solution for a specific use case. This
includes the provision, installation and fine-tuning of hard-
ware and software for the specific entities as well as the time
and human resources that are needed for its implementation.

• Monetary cost Monetary cost includes the cost of devel-
opment and procurement of all necessary hard- and soft-
ware for each use case. Possible interfering factors are use
case-specific circumstances and factors that might hinder
the performance, effectiveness and efficiency of the de-iden-
tification technique.

The quality of the data after the implementation of the de-identifi-
cation techniques are evaluated on the following aspects:

• Time blur Time blur depicts the degree to which data loses
information that are related to a specific time point. That
means data that is gathered over a period of time and might
then be aggregated to a single data point. Here, time-related
information gets lost, resulting in time blur.

• Time delay Time delay depicts the delay with which data
is reported and can be acted upon. That is, data might be
collected continuously but loses its value as the computation
of results takes significant time, resulting in a time delay
that decreases the value of created insights.

• Location obfuscation Location obfuscation depicts the de-
gree of obfuscation applied in a specific scenario. Location
data might for instance be aggregated on a street, city or
kilometer basis.

• Processing speed describes the execution time of the de-i-
dentification technique itself.

• Aggregated dataAggregated data describes a state in which
data that is gathered during a use case is aggregated and thus
a loss of information in the data occurs.While most scenarios
allow for some aggregation, as the amount of data that is
produced is high, more aggregation is likely to decrease the
usability of a de-identification technique.

• Truthfulness Truthfulness describes whether input data
and output data are equal when using a de-identification
technique. Different techniques may report non-truthful data
when data is perturbed, noise is added or the sequence of data
is changed. Less truthful data output can decrease validity
of insights that are generated in a use case. The combined
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evaluation of the different aspects described above enables
us to make a statement on the overall suitability and usability
of a de-identification technique for a particular use case. For
each use case, a table is provided that compares all suitable
de-identification techniques against each other. Factors are
ranked as Low, Medium and High, whereby a color-code
using red, yellow and green demonstrates the positive or
negative effect of that ranking. For instance, a technique
may score High on complexity, which would result in a red
color-code, as a high degree of complexity is not seen as
favorable.

6 SELECTION OF DE-IDENTIFICATION
TECHNIQUES

We aim to evaluate the de-identification techniques identified in
section 2.1 upon the EGO use case. Thus, this section includes the
technical evaluation of suitable de-identification techniques.

Upon accessing the assumption and requirements of the electric-
ity provider use case, all de-identification methods introduced in 2.1
have been evaluated for their fit for the use case. Only de-identifi-
cation methods that could initially demonstrate a sufficient level of
privacy are discussed in detail below. In general, Wernke et al. [43]
focus on three dimensions to evaluate de-identification techniques:
user identity, user position and identity/position in combination
with time. They claim that a common approach for the de-identi-
fication in location privacy scenarios is hiding the users’ identity
while only reveling the position of anonymous objects. One of the
major threads they identified for this approach is the linking of
context information with the anonymized location. Furthermore,
they claim that to keep the users position secret, location data to
customers should only provided with a certain accuracy. From their
point of view, temporal information strongly influences the thread
of context information linking [43]. In the following, we depict
methods that have been excluded, as well as a brief statement on
as to why they are deemed not suitable in this particular use case.

Sampling does not provide privacy protection for the subset of
data and relies on a very high sample size, which is likely not to be
the case for vehicles driving in rural areas.

Considering the cryptographic approaches, deterministic encryp-
tion is not suitable for weather data, as only a very limited set
of information will be used. This makes re-identification possible.
Order-preserving encryption is also not suitable for our use case
because the order of data is not important. In contrast to that, HE
can provide the B-IP with information about the weather in a cer-
tain while, the data itself of a certain vehicle remains encrypted.
Therefore, we include HE for further consideration. Also SMC that
can be treated as a cryptographic approach fulfills the requirements
of section 5.

In general, suppression does not fulfill the requirements because
removing certain values will significantly decrease the data quality
and therefore violate requirements [23]. Nevertheless, suppres-
sion can be very well used in combination with other techniques.
For example, removing direct identifiers of vehicles and remov-
ing unique values are essential for some of the later mentioned
de-identification approaches.

Similar to supression, pseudonymization would only work for
identifiers such as a vehicle ID in our dataset. A pseudonymization
of e.g. location or temperature will have a strong negative impact
on the data quality.

Generalization is suitable for sensor data with the data type float,
e.g., brightness, rain or temperature data. While rounding is very
easy to implement, top/bottom coding lags in a useful definition of a
threshold for the weather data. Moreover, rounding and top/bottom
coding are too weak for state-of-the-art GPS de-identification or
make the data unusable for location-based services [23].

Similar to the techniques above, randomization alone does not
protect against location tracking or corrupts the data in a way
that it becomes useless for location-based services [23] . Also, the
permutation of data does not work for a trajectory. The route of a
vehicle could still be identified.

TEE require a trusted third party for the setup of the TEE. Since
that body would be considered to be the data controller, this results
in several problems. First, it is unclear how assurances that the
TEE fulfills its purpose could be conveyed to the driver. Second,
the legal classification of responsibility for the TEE is not yet fully
clarified, and thus it remains unclear if data processing within the
TEE can contribute to the de-identification of data. TEEs seem to
be more appropriate to guarantee the correctness and freshness of
the data. However, a full assessment of TEEs is beyond the scope
of this paper.

DP must be considered in several dimensions. While central
DP allows the B-IP to see the data before the de-identification,
local DP might exhibit problems in the frequency of data sharing.
Nevertheless, the Encryption Shuffle Analyze (ESA) architecture
proposed by Bittau et al. [8] is able to overcome these issues. Also
location perturbation with local DP as presented by [5] is useful
for the use case.
𝐾-anonymity is a comparatively simple concept that is easy to

implement, utilizing techniques such as data suppression or gener-
alization to create a 𝑘-anonymous dataset. Moreover, 𝑘-anonymity
provides a trade-off between usability and privacy so the level of
de-identification and data quality have to be evaluated indepen-
dently for each scenario [6, 42].

In FL, the data of each vehicle stays local and only the local
models’ gradients are shared with the B-IP. In theory it is possible
to design a model that fulfills the requirements.

To put it in a nutshell, the de-identification techniques that are
evaluated to be initially suitable are HE, MPC, Distributed DP, FL
and 𝑘-anonymity.

7 ANALYSIS OF DE-IDENTIFICATION
TECHNIQUES

In this section we analyze and compare the different privacy pre-
serving data analysis approaches identified as suitable in the previ-
ous section.

7.1 Homomorphic Encryption
As explained in previous chapters the advantage of HE is that
data can be computed while it is encrypted, guaranteeing that
computations on the data lead to the same results on the decrypted
data.
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In the HE de-identification approach, the electricity provider
distributes a secret key to the vehicles on the road (see Figure 3).
The vehicles that collect the weather data then use their key to
homomorphically encrypt their location and weather data. The data
is then distributed to the B-IP. The B-IP is now able to process the
data as determined by the electricity provider. Meta data is deleted
and average weather and location data is sent to the electricity
provider. All these operations are performed on encrypted data,
the B-IP is therefore unable to gain insights into vehicles actual
locations and other provided information. However, operations on
the decrypted data result in the same operation on the underlying
data. The electricity provider is now able to use its secret key to
decrypt the data and use the encrypted results for the intended
purpose.

Figure 3: HE data flow chart

Nonetheless, HE creates several drawbacks. Although the tech-
nique itself has been available for some time, its actual usefulness
is still hindered through the loss of performance and computa-
tional speed. Only a limited number of different operations, e.g.
addition and subtraction can be computed, while runtime increases
greatly with the number of computations. However, research on
homomorphic algorithms continues to improve runtime, making
HE a suitable solution for mobility-related use cases in the near
future. Additionally, the techniques do not rely on the number of
vehicles on the road and do not decrease the actual usability and
truthfulness of the data.

7.2 Secure Multiparty Computation
MPC can be realized using a map that is separated in different
clusters e.g., with a grid (see Figure 4). Vehicles in each of these
clusters calculate the average energy demand of a certain cluster
with secure multiparty computation. One vehicle of each cluster is
then chosen as the cluster leader that sends the computed result to
the B-IP. To avoid an identification of certain vehicles by the B-IP
shuffling between the cluster leaders is also possible. In general,
this can also have a positive effect on the minimum cluster size
because it can be larger if the vehicles cannot be linked to a certain
cluster. Nevertheless, the more vehicles in a cluster, the better the
accuracy of the weather infomation and the better the de-identifi-
cation because a single vehicle can can be hidden more easily in
the crowd. Finally, the B-IP receives only the average cluster data.
Based on this data, e.g. a heatmap with the weather information
can be derived that is then shared with the EGO.

Figure 4: MPC data flow chart

One approach for vehicular MPC communication is provided
by Li et al. [42] who propose a cooperative control strategy incor-
porating with efficient MPC, reducing latency and integrating a
function secret sharing scheme.

First, one interfering factor for this de-identification technique is
the vehicle density required per cluster. In case not enough vehicles
are located in a certain cluster, no information can be calculated and
sent to the B-IP. Second, a stable connection between the cars is re-
quired to use the MPC protocol. Third, the communication between
the vehicles is likely to produce a huge overhead so that besides a
good network coverage, a minimum bandwidth is mandatory.

7.3 𝐾-anonymity
𝐾-anonymity in itself is not a de-identification technique but a
property with which data privacy in a database might be mea-
sured. ISO/IEC 20889:2018 defines 𝑘-anonymity as a formal privacy
measurement model which ensures that an equivalence class in
a database contains at least K records that are similar for each
identifier.

In the EGO use case, the objective of vehicles is to obfuscate their
exact location and ensure that weather information cannot be used
for location inference. For 𝑘-anonymity, a map is clustered into
various mix points whereby each mix point fulfills the 𝑘-anonymity
requirement (see Figure 5). In the electricity provider use case, the
map represents the area in which vehicles are to gather weather
information. This area is divided into mix points to increase the

Figure 5: 𝐾-anonymity data flow chart

accuracy of information. The work of Corser et al. [13] introduces
multiple different protocols to create mix points such as stationary
mix points, mix points occurring at irregular time intervals or
randomly chosen mix points that may occur regularly or irregularly.
An additional option would be that vehicles themselves create mix
points and act as group leaders of other vehicles, thereby managing
the fulfillment of 𝑘-anonymity and the data distribution behavior
of a group of vehicles. Within such a mix point, whose center may
for instance be an intersection, vehicles switch pseudo IDs with
other vehicles and/or are added to an anonymity set and do not
communicate information for a specific time period. Essentially,
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the work uses the de-identification techniques of suppression and
pseudonymization to achieve 𝑘-anonymity. Additionally, such a
model could be enhanced by adding further simple de-identification
techniques such as aggregation, noise addition or permutation to
it. Such options would enhance privacy at the cost of a loss of
quality of service as the usefulness of data decreases. In [14] the
authors decided against the use of such options as anonymizing, for
instance through spatial cloaking, cannot effectively protect against
tracking over time and leads to less precise results. Dummifying
has not been used as false location data might lead to accidents as
the authors’ use case has been to provide relevant safety traffic data
to other vehicles through a central service. However, in our use
case, exact location data is not as important as in other use cases as
the weather might not differ strongly in a 500m radius. Time delay
might also be acceptable to an extent, as weather will not change
significantly within 5 minutes.

Therefore, a combination of simple de-identification techniques
that fulfill 𝑘-anonymity are seen as a suitable alternative for the
EGO use case. In any case, the protective effect of this solution will
not be as high as that of more advanced methods such as MPC.
Multiple factors affect the level of privacy that can be obtained:
A lower vehicle density results in a lower K-value and a lower
level of privacy. The topology, e.g. the number of roads and the
speed of travel, influence privacy as fewer roads lead to less privacy.
Similarly, the choice and design of mixing points, depending on the
chosen protocol, need to be matched with such factors.

Complexity of the model is low while the runtime again depends
on the choice of techniques and protocols used. Such protocols
however already exist, creating mature solutions that could be
implemented quickly and at low monetary cost. As elaborated, data
may be sent from each vehicle or aggregated between vehicles.
Data could include dummy variables, resulting in non-truthful data.
Depending on the number of vehicles in a mix point and on the
road, the usefulness of the data might change. Less vehicles equal
larger mixing points and an increase in location obfuscation and
possibly time delay in order to ensure privacy.

Overall, while 𝑘-anonymity-based solutions might provide a
cheap solution that can be implemented easily, data quality and
the achievable level of privacy greatly depend on topology and the
number of vehicles within an area.

7.4 Distributed Differential Privacy
For this de-identification technique we utilize the system architec-
ture Encode, Shuffle, Analyse (ESA) proposed by Bittau et al. [8] to
implement distributed DP (see Figure 6). In general, the architecture
consists of three entities, an encoder, a shuffler and an analyzer,
as seen above. In the following we will have a detailed look at the
tasks of each entity in our concrete scenario with the EGO.

Encoder: The encoder is responsible for ensuring the fulfillment
of the user’s trust assumptions by locally transforming and con-
ditioning the user’s private data [8]. In our EGO use case one of
these transformations is the location perturbation providing local
DP as proposed by Andrés et al. [5] by fulfilling the requirement of
geo-indistinguishability. Moreover, the encoder is responsible for
the encryption of the data with an inner and outer encryption, and
the transmission over a secure channel to the shuffler. As explained

Figure 6: DP data flow chart

above, the encoder entity is placed on the user’s device, in the EGO
use case, we place the encoder in the car.

Shuffler : The shuffler acts as an additional privacy layer in be-
tween the user’s encoder and the analyzer that should be run by a
trusted third party. The shuffler is responsible for the anonymiza-
tion, shuffling, thresholding, and batching of the data received from
the encoder. By decrypting the outer encryption, the shuffler can
access the metadata of a user, e.g., timestamps, source IP addresses,
routing paths. The main task of the shuffler is to remove all this data
before forwarding it to the analyzer. To prevent the reassignment
of the data by the analyzer to a certain user, the data are reordered
randomly and forwarded infrequently and only in batches. More-
over, the shuffler can also set thresholds and reject data items to
ensure that each item can be hidden in a sufficient crowd.

Analyzer: The analyzer is responsible for the innermost decryp-
tion, storing and aggregation of the data received from the shuffler.
The analyzer utilizes techniques such as DP to make the data avail-
able for other groups of interest without revealing private user
information. In the EGO use case this role is taken by the B-IP. The
B-IP uses the data received from the shuffler to create a weather
map that is sent to the EGO.

The biggest issue of this approach is car density and appears if
only viewed cars are in a certain location. As a result of this, a single
car cannot be hidden sufficiently in the crowd and the shuffler has
to delay or withdraw the forwarding of certain batches. Therefore,
a minimum number of cars per region is required. Moreover, the
number of cars is influenced by area topology and daytime. In a
scenario where the EGOwants tomake assumptions on the required
network load, e.g. for vehicular charging, the absence of data in a
certain region would point to a very low electricity demand. The
average demand for an area could be set approximately on historic
results or in dependency of the minimum number of cars.

7.5 Federated Learning
Similar to theMPC framework, the FL as de-identification technique
can be realized by dividing the map in grid-based clusters. The
vehicles in the clusters then share data with each other (see Figure 7).
To ensure de-identification in vehicle-to-vehicle communication,
a MPC protocol can be utilized. Besides the grid approach, the
clusters can also be determined utilizing the cars’ communication
radius similar to the approach of Yin et al. [45]. In both cases, the
cars will have to communicate with each other to determine a
leader of each cluster. In case the weather parameters in a certain
cluster did not change, the leader will not participate in the current
round of training to keep the traffic as low as possible. To fulfill
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Figure 7: FL data flow chart

the requirement of unlikability, a distributed shuffling protocol
as proposed by Cheu et al. [12] between all Leaders of a cluster
can be used to delete metadata and shuffle the data between the
Leaders. Location perturbation of the leaders within the clusters
could also be helpful. The leaders participating in a training round
are then responsible to send the locally derived model to the B-IP.
The B-IP cannot link the received data to the sender because the
data was shuffled before and metadata was deleted. In each training
round, e.g., every minute, the B-IP receives updated models from
the leaders. These models are then used to develop a new central
model. This model is then sent to the EGO and also distributed to all
cars. A possible extension to keep the traffic low is to determine the
new Leader for a certain round in advance and only use the Leader’s
data in that round. The Leader could still exchange data with other
cars in the cluster but the model is only with the Leader. In future,
further experiments are required to build the most efficient model.

In literature some similar approaches were already proposed.
Saputra et al. [39] propose a FL model for energy demand prediction
for electric vehicle networks, but compared to our approach they
utilize the information gathered from the charging stations. On the
one hand, they use a FL model with the aim to reduce the communi-
cation overhead between the charging stations and the main server
with the central server. On the other hand, they protect the data of
the vehicle users by only transmitting relevant information in the
form of parameter updates to the central server rather than send-
ing whole data sets. Liu et al. [26] present a traffic flow prediction
scheme using location-based clustering in combination with a FL
approach. In their approach they collect the information from orga-
nizations (e.g., bus stop or station) while randomly selecting only a
defined ratio of organizations from a larger group in each round of
training. Yin et al. [45] propose a Federated Localization (FedLoc)
framework with the aim to build accurate location services without
revealing sensitive user information. They propose a cloud-based
network infrastructure that is based on many clusters that do not
overlap. These clusters are defined by the mobile communication
range of a mobile terminal, e.g., 5G macro and micro base stations
and WiFi6-networks that can enable a high communication rate.

The biggest pitfalls for the FL approach are vehicle density and
network coverage. A minimum number of vehicles is required
to form a cluster, otherwise no information can be sent to the
B-IP. Moreover, a lot of communication is required for this dis-
tributed learning approach, therefore a sufficient network coverage
is mandatory.

7.6 Comparison of De-Identification
Technologies

In Table 3 we provide an overview of the attribute-evaluation for
all de-identification techniques. These results are derived from the
de-identification technique specific analysis. In Table 4 we sum-
marize all interfering factors. It is important to mention that an “x”
only indicates that the de-identification technique is sensitive to
small occurrences of this interfering factor. For larger occurrences,
all de-identification techniques are effected. For example, if there is
only one vehicle, all de-identification techniques will struggle.

Table 3: Aggregated results of de-identification techniques

HE SME Distr. DP FL 𝐾 -anon.

Protective effect ⊕ High ⊕ High ⊕ High ⊕ High ⊙Medium
Complexity ⊖ High ⊖ High ⊖ High ⊖ High ⊕ Low
Runtime ⊖ High ⊖ High ⊖ High ⊖ High ⊙Medium
Degree of maturity ⊙Medium ⊙Medium ⊕ High ⊙Medium ⊕ High
Implement. effort ⊖ High ⊖ High ⊖ High ⊖ High ⊕ Low
Monetary cost ⊙Medium ⊖ High ⊖ High ⊖ High ⊕ Low
Time blur ⊖ High ⊙Medium ⊕ Low ⊙Medium ⊙Medium
Location obfus. ⊕ Low ⊖ High ⊕ Low ⊕ Low ⊖ High
Processing speed ⊖ Low ⊖ Low ⊕ High ⊕ High ⊙Medium
Time delay ⊙Medium ⊖ High ⊙Medium ⊙Medium ⊙Medium
Aggregated data Yes Yes Yes Yes Yes
Truthfulness Yes No Yes1 Yes No

1(No for GPS)

Table 4: Possible interfering factors

HE SME Distr. DP FL 𝐾 -anon.

Communic. overhead x x x
Network coverage x x x x
Area topology x x
Car density x x x x
Car speed x x x x x

8 DISCUSSION
In this section we provide a better understanding of the results,
including impact, limitations and future work.

8.1 Impact
When comparing the different solutions for the electronic grid oper-
ator use case, we find that all advanced de-identification techniques
are able to provide a high level of privacy for individuals and ve-
hicles. However, all solutions are relatively complex and most of
them require further research or an extension to mitigate some of
the drawbacks, such as communication overhead or computational
costs. Although the de-identification techniques are very different,
they all exhibit the trade-off between usability of the data provided
to the EGO and the de-identification of the vehicle/driver. In prac-
tice, this trade-offwill be complicated by specific project restrictions
such as costs, project duration or expected service lifetime.

For example, while a solution based on 𝑘-anonymity offers the
least amount of privacy protection, it is easily implementable, cheap
with an acceptable data output for the EGO. On the one hand, dis-
tributed DP and FL are both more complex solutions, but on the
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other hand, they provide more fine-grained insights as the data
quality remains higher. Very accurate results can also be achieved
with HE, but the calculation on encrypted data might be slow and
require much more resources. Another drawback occurs if every
vehicle communicates directly with the B-IP. As with FL this can
be compensated by e.g. implementing data processing at the edge
that aggregate results before they are sent to the B-IP for further
processing. Nevertheless, this has also drawbacks because the com-
plexity of the network typology will further increase and reveal
more targets for attacks. In general, distributed de-identification
techniques like FL have the advantage that data is processed di-
rectly on the device. This decreases communication overhead and
the computational effort at the B-IP. The B-IP can also not be af-
fected by hacking attacks in which large amounts of data are stolen
because such data does simply not exist. Nevertheless, FL is a rela-
tively new technology, so the absence of know-how might highly
influence the decision which technology to choose.

The external factors such as vehicle density, traveling speed and
network coverage that we identified during our analysis for each
de-identification technique are likely to significantly influence the
stable execution of each use case. Therefore, these problems should
be considered as systematic risk to the scenario that requires some
effort to be compensated. For example, traffic flow simulations could
be used to verify solutions by combining simulated traffic scenarios
with actual vehicle data.

In the scenario description we defined the vehicle manufacturer
as a passive entity that monitors the scenario. In practice, the man-
ufacturer will initiate more than one service, and some of these
services will also require the transmission of sensitive data. This is
the reason why we have not excluded the manufacturer from the
beginning.

8.2 Limitations
One of the major pitfalls of the proposed de-identification tech-
niques is the theoretical approach that was used to evaluate the
techniques. Although advantages and disadvantages of each tech-
niques were identified, they should be understood more as a general
guideline. For example, the real performance of a technique can
be only tested in practice using real vehicular data and including
all inferring factors that have impact on data quality, delay of the
service, effort and costs.

Although not considered in the analysis so far, the knowledge
and past experience with a certain de-identification technique in
the implementing body can have a huge impact on the cost decision
and implementation effort.

Another pitfall to consider is the legal assessment of each evalua-
tion technique. For example, HE is a key-based approach. Although
the keys are kept secret, there is the chance to steal the vehicle’s key.
Also, the privacy guarantee off DP is only a mathematical construct
and not a standardized method. Including different entities, such as
the shuffler, and minimum batch sizes, the underlying mathematical
construct changes or can, in the worst case, only be approximated.

8.3 Future Work
As mentioned in the limitations, the analysis of de-identification
techniques is missing a technical approach to identify possible

pitfalls during the implementation. In the future, we will work on
a technical comparison, e.g. using simulation or in depth technical
evaluation. Moreover, while machine learning is becoming more
relevant and the computation on client devices solves the problem
of communication overhead and data leakage, more work with
the focus on de-identification approaches for distributed learning
techniques should be carried out.

9 SUMMARY AND CONCLUSION
In this paper we provide clarity on the relevant techniques for the
de-identification of location-based services in the automotive area.
Focusing on the demand of developers with a similar scenario in
particular, we aim to provide decision support for the selection
of a suitable de-identification technique. To achieve this, we have
analyzed the third party vehicular data sharing using the example
of the EGO scenario. For this scenario we have identified the pri-
vacy threats that are: exact location determination, vehicle tracking
and track localization, and linkability and profiling. Based on these
threats, we elicited requirements that helped us to select de-identi-
fication techniques from ISO/IEC 20889:2018 and further literature
on vehicular de-identification techniques. We identified the 5 tech-
niques homomorphic encryption, secure multiparty computation,
distributed differential privacy, federated learning and𝑘-anonymity,
which we compared on the basis of a number of relevant attributes.
We find that no strategy is dominating the others because all tech-
niques provide an increased privacy but differ strongly in the other
attributes. Our contribution is the elaboration of these attributes per
technique. Based on our scenario, we provided possible topologies
of the de-identification techniques and explained the relation and
communication between the related entities. We also analyzed the
potential computational effort of each entity and possible pitfalls
for the de-identification techniques.

Our evaluation of de-identification techniques has shown that
within each de-identification technique different approaches to cal-
culate the privacy gain. E.g., for differential privacy, standardized
methods would make the comparison of techniques much easier.
We also find that most de-identification techniques highly depend
on the network coverage. With a high bandwidth and stable con-
nections, the bottleneck of communication overhead can also be
reduced. Moreover, we conclude that to keep costs low, privacy
has to be considered from the beginning to ensure that the offered
service is at the same time efficient and privacy preserving.

Finally, our results built a starting point to choose a sufficient
de-identification technique for a vehicular location data sharing
scenario. As our evaluation of the attributes for the de-identification
techniques is only based on the current literature, we will plan a
technical evaluation in the next steps.
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