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ABSTRACT
As of today, car manufacturers are currently addressing privacy
goals primarily from a legal perspective. However, with the com-
mon acceptance of privacy by design, it is important to also address
the technical perspective. As of today there is no systematic under-
standing or even approach how to address privacy requirements.
Our contribution is twofold: (i) We propose a system model for the
automotive domain to model and analyse a use case for suitable lo-
cations of adding privacy enhancing technologies. (ii) As a generic
solution, we propose the privacy manager, a generic entity which
supports applications in the implementation of privacy enhancing
technologies or enforces a certain data flow avoiding that informa-
tion is leaked in an avoidable way. To evaluate our approach, we
apply our system model at two automotive scenarios, platooning
and silent testing, and describe how the privacy manager can be
used to integrate privacy considerations early on. In general our
proposed system model was easily applicable to the two chosen
use cases.
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1 INTRODUCTION
Rapidly changing digital technologies such as the Internet of Things
(IoT), cloud technologies and Artificial Intelligence (AI) are challeng-
ing traditional industries such as automotive, which have longer
innovation and development cycles. The current trends of connect-
ing vehicles with local infrastructures and cloud backends [37]
and changing to software defined vehicles [19] promise to start a
new area of intelligent transport systems and autonomous vehicles
with great potential for data-driven applications, improved user
experiences, and new business models. Vehicles are becoming a
connected system of multiple computers. Despite all the benefits,
this changes are a huge challenge to building secure and privacy
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friendly systems for the automotive industry. Addressing these is-
sues is not just a matter of compliance to automotive homologation,
a multitude of automotive specific (cybersecurity) regulations [46]1
and to non automotive specific (privacy) regulations such as the
General Data Protection Regulation (GDPR) [38], but also a crucial
matter for user acceptance and adoption of the new system. As in
many other areas [6, 24–27, 29, 39], privacy concerns play a cru-
cial role in adoption. [7] found that users weight benefits against
privacy and security risks. Non surprisingly, one of their findings
was that users perceive larger benefits in automotive use cases for
driving-related scenarios compared to infotainment scenarios.

As of today, car manufacturers are currently addressing pri-
vacy goals such as transparency, purpose limitation, or right to be
forgotten primarily from a legal perspective. The technical implica-
tions, on the other hand, have not yet been adequately evaluated.
However, their influence is broad and diverse: from the compliant
handling of the Vehicle Identification Number (VIN) to the manage-
ment of movement profiles over time, there is no common technical
understanding or solution in the automotive community on how
to adequately address those topics. Guaranteeing privacy-friendly
data handling must be a minimum standard even when users are
consenting to use data-driven applications. The use of mobility
services should not imply that users have to give up their privacy
in exchange. Data protection must be incorporated into the system
design in an early design phase and technical measures need to
ensure data protection goals in a verifiable way.

The contribution of our paper is twofold:
(i) We present a system model which allows modeling automo-

tive use cases to investigate the relevant level of abstraction,
communication and trust model and the used data as a basis
for eliciting privacy requirements.

(ii) We present the privacy manager, a generic entity which
provides different operations modes to support applications
on the vehicle by offering a coordinated mechanism to apply
privacy enhancing technologies or to enforce a certain data
flow.

To evaluate our approach, we apply our system model at two au-
tomotive scenarios, platooning and silent testing, and describe how
the privacymanager can be used to integrate privacy considerations
early on.

The remainder is structured as follows: Sect. 2 provides an overview
of related work. Sect. 3 outlines our methodology. Sect. 4 describes
the developed system model and Sect. 5 defines our solution for
the automotive privacy architecture. The evaluation is presented
in Sect. 6, Sect. 7 discusses our results and limitations and Sect. 8
concludes the paper.

2 RELATEDWORK
We investigated three areas for related work: Automotive system
models, automotive privacy engineering, and privacy threat elicita-
tion in the automotive domain:

Automotive System Models. Boettner et al. [5] describe a system
model for automotive applications with a focus on fuel cells. Due

1such as UN Regulations No. 155 [52] and 156 [53] and the according international
standards ISO/SAE 21434 [13], ISO PAS 5112[14], ISO 24089 [15]

to the completely different context, we do not go into details here.
Syed-Winkler et al. [48] proposes a system model in the automotive
privacy domain. However, their model has the aim to enforce pur-
pose limitation, whereas our approach extends the model to also
consider other privacy principles. Furthermore, our privacy man-
ager has been further developed and generalized to be applicable
across various scenarios. Al-Momani et al. [1] provide a privacy-
preserving architecture for self-driving cab services which models
only one specific scenario whereas we propose a more generic
system model and architecture which should be applicable in the
majority of use cases.

Automotive Privacy Engineering. The autonomous vehicle repre-
sents a transformative technological advancement poised to revolu-
tionize our travel habits and usher in innovative mobility services.
Rooted in Artificial Intelligence and Connectivity, it involves com-
plex decision-making processes and a multitude of data exchanges
related to both passengers inside the vehicle and external road
users. The work conducted by [30] serves as a crucial reminder
of the ethical and privacy challenges inherent to this technologi-
cal advancement. It identifies gaps in existing research work and
provides a series of insightful recommendations. Meanwhile, [16]
and [7] delve deep into these concerns by investigating various
aspects from the users’ perspective. In the first study, which scruti-
nizes the driving attention system from the more than two hundred
participants’ standpoint, privacy-related apprehensions emerge as
an issue. Participants express reservations regarding the use of
cameras and prefer capacitive proximity sensing sensors instead,
reflecting their privacy concerns. The second study, involving over
six hundred participants, focuses on connected ITS (Intelligent
Transportation Systems) services. It uncovers similar privacy wor-
ries associated with these services while highlighting the attraction
of their benefits. As a result, the authors propose recommendations
targeting both manufacturers and legislators to address privacy
concerns effectively. Recently, several studies proposed privacy-
friendly protocols tailored to specific services within vehicles. These
protocols aim to ensure the privacy and security of users in services
like autonomous cabs [1], ride-sharing [43], and platooning [57],
harnessing Intel SGX, attribute-based credentials and modified tree
DH group key exchange protocol with homomorphic encryption,
respectively. However, the multiplicity of potential services, the ex-
tent to which these services can be customized, the various possible
access points inside and outside the vehicle, and the complexity of
the vehicle’s architecture, with its numerous components and data
exchanges and processing, call for in-depth privacy by design engi-
neering framework. Other work in the area of privacy engineering
adresses the question how to chose a suitable privacy enhancing
technology for a given problem [33] and provide a prototype im-
plementation of one of the identified variants in their follow-up
work [32].

Privacy threat elicitation. In the context of the Privacy Engineer-
ing framework, privacy threat analysis is considered a crucial step
that should be initiated from the outset to attain a comprehensive
understanding of the systems involved. Numerous methodologies
have been documented in the literature, including the Privacy Im-
pact Assessment (PIA), alternatively referred to as privacy risk
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assessment, as well as the LINDDUN methodology. These two tech-
niques share a kind of similar procedural approach. LINDDUN [56]
is an acronym that delineates the various categories of threats in pri-
vacy analysis. These threats can be classified into two main groups:
hard privacy threats, encompassing Linkability, Identifiability, Non-
repudiation, Detectability, and Disclosure of information, and soft
privacy threats, including Unawareness and Non-compliance. In the
paper [10], the authors present a comprehensive privacy threat
analysis of the general architecture of connected and autonomous
vehicles (CAVs) aimed at identifying privacy risks in accordance
with formal privacy requirements. Furthermore, the authors offer
an up-to-date overview of recent privacy attack scenarios concern-
ing CAVs. Additionally, they provide a use case classification and
analysis, aiding in the identification of privacy requirements that
can be implemented by manufacturers. To achieve these objectives,
they employ the LINDDUN methodology for privacy threat analy-
sis. An extension of this work has been published [9], focusing on
a specific use case to assist manufacturers in implementing privacy
requirements and enhancing privacy protection. Other recent work
on threat elicitation combines asset-oriented ISO approach with the
threat-oriented STRIDE approach tailored to the level of specific
car brand [2] and highlights the need to extend the ENISA’s privacy
threats [42].

3 METHODOLOGY
The system model was built in multiple iterations based on several
discussions within the consortium of the AUTOPSY project 2. In
a first step, the problem was analyzed and modelled with legal
support to create a privacy-centric system representing the data
flows.Representative sample cases were discussed with the aim to
allow a solution capable of modeling On-Board (OnB), Off-Board
(OfB), and On-the-Cloud (OtC) components and their interaction.

For the evaluation of the proposed model, we chose two different
scenarios: platooning and silent testing (as described in Sect. 6).
Scenarios were chosen on the available in-depth knowledge by the
authors and their working groups and to represent two scenarios
with different goals and entities.

4 SYSTEM MODEL
In this section, we first describe the involved entities (see Sect. 4.1)
as shown in Fig. 1. The figure also shows the different levels of the
core system model (see Sect. 4.2). The next subsections consider
the In-Vehicle-Architecture in more detail (see Sect. 4.3) and then
present our communication (see Sect. 4.4) and trust models (see
Sect. 4.5). Last, we discuss considerations on the data classification
(see Sect. 4.6).

4.1 Entities
For a better understanding of the proposed system model, we de-
scribe the involved entity types briefly. Depending on the scenario,
multiple instances of the same entity may occur.
Vehicle Generally, the in-vehicle architecture encompasses several

entities, including Electronic Control Units (ECUs), sensors,

2https://autopsy-project.eu/

actuators, zone controllers, High-Performance Computers
(HPCs), among others.

Device A device refers to the connection of any wired or wireless
device with the vehicle, such as mobile phones or wireless
keys.

Roaduser Road users encompass additional vehicles or pedestri-
ans actively participating in the immediate traffic environ-
ment.

Service Provider Services can include fog or edge nodes, cloud
backends, and third-party service providers.

4.2 Core Model
In this section, we define the core of the system model. The model
consists of two different levels: system level and vehicle-2-x level.
Across the levels, the connectivity is increasing, starting from a
single ECU via the whole vehicle at the system level up to a broader
scale of communication of the vehicle with other devices of the user
(e. g., a mobile phone or the wireless keys), other road users, and
the service infrastructure such as edge or cloud nodes of service
providers. The In-Vehicle-Architecture will be further refined in
distinguishing between a functional and a physical view on the
topology of the used ECUs. On Vehicle-2-X level, the scope can
be either to communicate with devices of the driver and passen-
gers of the vehicle, other road users, where there is in general no
contractual agreement made, or with a service provider with a
corresponding agreement or service booking. One of the main dif-
ferences between other road users and services is that the privacy of
other road users needs to be respected – whereas service providers
usually do not require to be protected. The exact definitions of each
level are presented in Table 1.

In Figure 1 the different entities (orange text) and the different
levels of the system model (grey text) are depicted in one picture.
Two vehicles are shown consisting of multiple internal compo-
nents (i. e., ECUs, controllers, HPC) which are all connected (In-
Vehicle-Architecture). Both vehicles can communicate with each
other (Vehicle-2-Roaduser), with some external cloud (Vehicle-2-
Service) or with wireless devices, such as keys or smartphones
(Vehicle-2-Device).

4.3 Functional and Topological
In-Vehicle-Architecture

The In-Vehicle-Architecture can be further refined to represent
different aspects of the system: Functional and topological archi-
tecture views. The functional architecture groups different system
functions such as motion, connectivity or perception and high-
lights the interaction of these different function groups, as shown
exemplarily in Fig. 2.

The topological architecture in Fig. 3 shows the topology of the
vehicle and the corresponding functions of its components. Adding
the physical interconnects reveals the different functionalities sit-
ting on one bus, which is important to understand the actual data
that is transmitted within the vehicle. Introducing a zonal architec-
ture as in Fig. 3 with gateways and firewalls separates periphery
and high-performance computers.

While the functional architecture helps to understand the func-
tional interactions within the vehicle, it is critical for the security

https://autopsy-project.eu/
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Figure 1: System Model Overview

Table 1: Level Definitions of the System Model

Level Definition

ECU, HPC
On ECU or HPC-level, we are looking at a single ECU which is deriving data from directly connected sensors and
actuators. We treat an HPC equal to an ECU but with higher computation power. On this level, data is not leaving
the ECU, not to mention the vehicle.

Sy
st
em

In-Vehicle-
Architecture

The in-vehicle architecture consists of a multitude of ECUs, Sensors, Actuators, Zone Controllers, HPCs, etc. When
analysing on in-vehicle-architecture level, it is assumed that data is transferred amongst the different components
inside the vehicle, but data is not leaving the vehicle itself.

Vehicle-2-
Device

Vehicle-2-Device refers to the (wireless) connection of any device with the vehicle. We assume the device is
affiliated with the owner/driver/passenger of the car. Examples are mobile phones and wireless keys.

Vehicle-2-
Roaduser

Vehicle-2-Roaduser refers to the data exchange with other road users, i.e., other vehicles, but also pedestrians. In
this case, data leaves the vehicle to other road users. Road users have no direct agreement / contracts between
them but might have one with the OEM or a service provider. Privacy of other road users needs to be respected.

Ve
hi
cl
e-
2-
X

Vehicle-2-
Service

Vehicle-2-Service is the broadest scale, where vehicles are communicating with fog or edge nodes, cloud backends
and third parties. In this case, data leaves the vehicle to a (commercial) provider. The owner of the car might
have an agreement / contract with the service provider. Services as commercial entities do not need to have their
privacy protected.

and privacy assessment to also show the logical data exchange and
bus systems as well.

4.4 Communication Model
Depending on the source and destination of data transmission, the
communication model can be further specified and associated to the
aforementioned system model levels. This association is presented
in Table 2.

4.5 Trust model
When dealing with privacy and data protection issues, we need to
take into consideration the trust relation between the data owner
and the entity that is going to process and use the data. Focusing on

the previous relation, three main adversary model are considered
in the literature.

Untrusted party The data owner/provider does not trust the con-
sidered entity that will be responsible for processing/using
the data to be outsourced. As a consequence, whenever pos-
sible privacy requirements should be technically enforced.

Semi-trusted party The data owner considers the party that is
going to process/use the data as an honest-but-curious entity.
It is honest as it is supposed not to deviate from the defined
protocol but may attempt to learn as much information as
possible about the data owner out of the outsourced data.

Trusted party The data owner/provider trusts the entity which
will be charged of enabling the processing of their data while
protecting their private/sensitive data. For example, because
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Table 2: Communication Model

Communication Level Definition

IN-IN ECU-2-ECU

Data generated inside a vehicle, which is necessary for a smooth vehicle operation and for the
availability of certain services. However, this data is not transmitted outside of the vehicle. This
type of data is usually not stored in long term memory and includes data generation which is
required by law, such as information required by Event Data Recorders (EDRs).

IN-OUT Vehicle-2-X
(Sending)

Data which is transmitted outside of the vehicle. This may be the result of certain services which
require the transmission of data, e.g., crash notification and diagnostics systems, which share
vehicle information for enabling services such as emergency calls and predictive maintenance.

OUT-IN Vehicle-2-X
(Receiving)

Data sent to the vehicle, which may be of informative nature or expected to trigger a certain
action. Examples of informative data are messages sent by RSUs over V2I communication, e.g., for
warning about a traffic jam ahead. Examples of data triggering actions include key fob unlocking
or remotely starting the car, as well as V2X information warning about an impending collision,
thus requiring a braking maneuver.

IN-OUT-IN Service-2-Vehicle
(Interaction)

Data which is received by the vehicle as a response of a previous transmission, with the potential
of influencing decision-making processes, within the vehicle. An example of this are enhanced
navigation systems, which constantly monitor traffic conditions and control the given route
directions.

OUT-IN-OUT Vehicle-2-Service
(Interaction)

Data which is received by the service as a response of a previous transmission, with the potential
of influencing privacy leakage through the service

Figure 2: Functional Architecture

more valuable assets are at stake which overrule privacy
concerns.

In the following, provide some examples for trust models in the
proposed system.

• Privacy Management Service: This service is considered a
trusted entity as it is responsible for correctly enforcing the
specified privacy policy on data and information that can be
accessed and shared outside the vehicle.

• Trusted Equipment: These entities, such as sensors and Elec-
tronic Control Units (ECUs), are expected to be trustworthy

in processing data accurately and refrain from disclosing it
to unauthorized third parties.

• Third Party Services: These entities are classified as semi-
trusted because they are expected to perform their proposed
functionalities correctly. However, there is a possibility that
theymay attempt to infer sensitive private information about
vehicle users and share it with external parties.

• Road Users: Road users are deemed potentially malicious or
untrusted since they may try to deviate from the correct pro-
tocol, such as sending misleading information to the target
vehicle.

4.6 Data Classification
The data collected by connected and autonomous vehicles (CAV)
has been standardized and listed in detail [11]. Thus, By analyzing
the information [11, 36], we can deduce that personnel data within
the realm of CAVs can be categorized into two distinct groups: one
that provides direct access to the person’s identity, and another
that allows indirect access to the person’s identity.
Direct identification: The term refers to situations where the en-

tity accessing the data might have the capability to identify
specific individuals or vehicles associated with the data, po-
tentially leading to privacy breaches. As an example, we can
identify the ensuing private data elements including in this
group:
• Users recognition: Many services are offered in today’s
cars to make life easier for users. This pushes the man-
ufacturers to integrate more and more sensors into the
vehicles. These sensors provide personally identifiable in-
formation such as fingerprints, faces, eye movements, and
seat configurations. A malicious entity can guess some
private information like the number of passengers and
their identities.
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Figure 3: Topological Architecture

Indirect identification: Indirect access may involve situations
where privacy risks arise from apparently innocuous or non-
sensitive data. Even if the data does not contain explicit
personal information, sophisticated analysis or correlation
techniques can indirectly identify individuals or their behav-
ior. For instance, we can pinpoint the private data elements
encompassed within this group:
• Vehicle material information: Almost all services offered
to users need mechanical information. Several ECUs are
injected to send the minimum information on the state of
the vehicle material. The most important data that raise
privacy risks are engine information (i.e., speed, accelera-
tion, and gear shift, etc.), steering wheel position, media
& infotainment, brakes information, feel information, etc.
Therefore, by accumulating this data over the course of
time, a malicious entity can deduce the users’ driving be-
havior [49].

• Location information: CAV components provide accurate
vehicle location information, which reveals personal in-
formation about the location of the individuals who are
using the vehicle. Some ECUs (e.g., GPS) provide private
data such as starting position, geolocation, direction, and
time. From this data, malicious entities can deduce specific
sensitive data (e.g., a user’s home, office, and history of
itineraries).

• CAV Applications: CAVs have interfaces to third-party
systems such as Apple Car Play, Android Auto, or other

services. They also support an interface between mobile
phone applications and the vehicle. In this situation, the
data concerned are users’ contacts, call logs, payment
information, etc. Thus, an adversary can record private
calls or steal payment information.

5 PRIVACY MANAGEMENT FOR VEHICLE-2-X
For this section, we rely on a generic use case to describe the
functionality of the privacy manager. We will apply the system
model and describe how the privacy manager can be facilitated in
more specific scenarios in Sect. 6.

The user is operating a car which has access to some (external)
service running or exchanging information outside the vehicle (e. g.,
in the cloud). The interaction of the user with the vehicle is realized
by a Human Machine Interface (HMI). The HMI allows the user to
activate or deactivate automotive services and to permit or decline
access from the services to his personal data. If the user changes
settings, a trusted entity inside the vehicle called the privacy man-
ager (PM) is responsible for implementing them by managing the
privacy settings and applying and monitoring data protection mea-
sures. The PM is also responsible for reacting to changes in the
privacy settings and adapting appropriate PETs to meet pre-defined
data protection requirements. This is also beneficial for a holistic
concept of privacy in the vehicle since the PM can act as a single
point which can consider different privacy settings without the
need of each application to be able to react to it.
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Figure 4: System Model Communication

While the PM can also be applied for data flows inside the vehi-
cle, data not leaving the vehicle tends to be a smaller problem. Thus,
the main objective of the PM is to protect personal or sensitive
data for Vehicle-2-X communication. With protection, we are refer-
ring to being compliant with the GDPR principles for processing
personal data with the help of selective Privacy-Enhancing Tech-
nologies. The proposed system model from the previous section
represents our system-in-scope in a generic way, the PM provides a
coordinated mechanism to apply PETs. The PM offers an interface
to PETs so that it is not required for each application to employ
additional privacy measures individually. This not only allows to
harmonize the implementation of such PETs, e. g., with regards
to which algorithms are being used, but also allows a more effi-
cient key management, as any PET relying on encryption can be
employed by the applications without the need to fully configure
it.

Fig. 4 depicts an abstracted view of the vehicles architecture. We
assume that the PM and potential applications are running in an
high-performance computing platform (HPC). However, applica-
tions could also be accessing the PM from a standalone ECU. A
gateway connects the HPC with the communication bus which
offers access to sensors and actuators, on board diagnostics and an
infotainment component. The PM has access to certain libraries
which serve two purposes: Application of PETs and computation
on raw data as sketched below.

There are four different modes in the vehicle for operating with
the PM, which are listed below with respective examples. In the
first operation mode called "Direct Access", the communication is
taking place with a trusted party. For the remaining operations, we
assume a semi-trusted or untrusted party and therefore intend to
limit their access to raw data and/or to transfer data outside of the
vehicle.
Direct Access The application has direct access to the required

data and does not interact with the PM at all. This is the case
when no sensitive data is communicated or communication
is happening with a trusted party (i.e., OEM)

PET application The application communicates with the PM over
an API to apply PETs on the required data. Libraries may

implement PETs which the PM then can offer to applications,
e. g. various forms of encryption (homomorphic, attribute-
based, etc.), multi-party computation or approaches to add
noise to the data, e. g. to fulfil differential privacy. This can
apply to services like a location or navigation service (IN-
OUT), where e. g., access to certain sensitive data is limited
to legitimate parties.

Computation from raw data The application requests data from
the PM, which only delivers the result of a computation and
not the raw data itself. The libraries may be provided by
the applications with the aim that the application itself will
not get access to the raw data of the sensors but only to the
result of the computation. This could work with services
like Pay-as-you-drive (IN-OUT) where only the result of the
driving style is crucial, rather than sharing sensitive data
for the computation itself. The same applies to services like
Attention Monitoring (IN-IN) where the vehicle only needs
to know the attentiveness of the driver rather than having
access to driver monitoring data (e.g., in-cabin camera).

Combination This operation mode is a combination of PET ap-
plication and Computation from raw data. An example for
that is if the application should not have access to the raw
data and additionally its capacity to transfer data outside of
the vehicle should be limited.

6 EVALUATION
To evaluate our approach, wemake use of two scenarios: platooning
and silent testing. Both of the subsections follow the same approach.
We first give a high level description of the corresponding use case,
model it by making use of the system model proposed in Sect. 4,
and finally discuss how to apply the privacy manager described in
Sect. 5.

6.1 Scenario 1: Platooning
6.1.1 Description. Vehicle platooning, a technology-enabled strat-
egy in the realm of intelligent transportation systems, is gaining
prominence for its ability to streamline traffic patterns andminimize
environmental impact. Platoon Services have multiple operations
that we group under the following terms: Platoon Group Configu-
ration, Platooning Formation, Platoon Synchronization/Operation,
Monitoring and Control, Intersection Management, and Platoon
Dissolution. This whole area of services must be reviewed from the
privacy-preserving standpoint. These operations generally involve
the following steps:

Platoon Group Configuration (PGC) Participating vehicles send
a request to the server to indicate their will to join a platoon.
PSP proposes that drivers set up groups of platoons, accord-
ing to different conditions on the vehicles. Some information
about the vehicle and the platoon are compared, such as
destination, iteration, vehicle position, speed, and behavior
of each platoon, etc. The Platoon Leader, usually a vehicle
with advanced communication and control capabilities, coor-
dinates the composition of the platoon based on factors such
as the vehicle type, the destination, and the compatibility.
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Platooning Formation (PF) It occurs after selecting the group of
vehicles and the vehicle leader. Following the conditions pro-
vided by the PSP, allows the vehicles to position themselves
optimally within the platoon smoothly. The vehicles auto-
matically position themselves behind the leader, maintaining
a safe and constant distance between them. Subsequently,
vehicles establish communication links to share data and
coordinate their movements.

Platoon Synchronization/Operation (PSO) Once the vehicles
are in position, in a single line, synchronization takes place.
The Platoon Leader is in charge of setting the speed and
maintaining a safe distance, ensuring synchronized move-
ment.

Monitoring and Control (MC) Throughout the platoon opera-
tion, PSP continually monitors the vehicles’ status and envi-
ronment. The control system ensures that vehicles maintain
the required formation, adhere to traffic conditions, and fol-
low safety protocols. If anomalies or safety risks are detected,
appropriate steps are taken to correct them. The vehicle
leader must maintain real-time communication with the PSP
for analysis.

Intersection Management (IM) The platoon may need to be able
to interact with traffic signals or coordinate with other pla-
toons. The platooning system handles the intersection man-
agement, adjusting speed, and ensuring safe passage through
the intersection. Also, at intersections and highway exits, ve-
hicles leaving the platoon are managed. After a vehicle leaves
the platoon, the remaining vehicles tighten their formation.

Platoon Dissolution (PD) At the end of the platoon traffic ser-
vice or when the platoon dissolves, vehicles return to the
individual driving mode. They progressively increase the
distance between themselves and regain control over their
speed and direction, effectively dissolving the platoon. The
PSP is notified of the exit, updating the platoon’s composi-
tion as needed.

6.1.2 Modeling. In this subsection, we elucidate the platooning
use case by utilizing the system model as a guiding framework. The
platoon services involve key entities, namely, the Platoon Service
Provider (PSP), and Platoon Leader, and Platoon Follower entities
which are both vehicles. PSP is a central orchestrator of the platoon-
ing system. Its role encompasses the coordination, communication,
and management of the platooning process. The Platoon Leader
assumes a pivotal role within the platooning ecosystem. This en-
tity is responsible for setting the pace, trajectory, and maintaining
a consistent speed while leading the platoon. Equipped with ad-
vanced sensors, vehicle-to-vehicle (V2V) communication modules,
and adaptive control systems, the Platoon Leader creates a stable
and synchronized driving environment. The Platoon Leader con-
tinuously transmits real-time data to the Platoon Service Provider,
facilitating dynamic adjustments to the platoon’s composition and
behavior. The Platoon Follower is an integral component of the
platooning configuration, trailing behind the Platoon Leader. Lever-
aging V2V communication systems and sensor technologies, the
Platoon Follower closely monitors the actions of the Platoon Leader
and adjusts its driving behavior accordingly. In the context of our
trust model, we assume that the PSP, Platoon Leader, and Platoon

Follower entities are all semi-honest entities. These entities ad-
here to the protocol correctly but may attempt to deduce sensitive
information. Since the main area of interest is the interaction of
the vehicles and the PSP, we do not have an application for the
functional or topological model in this scenario.

Based on the diverse platooning operations outlined above, com-
munication modes for Platooning services can be categorized into
IN-OUT, OUT-IN, and IN-OUT-IN configurations. In the case of IN-
OUT communication, the PGC and PD are included. Here, Platoon
Followers transmit their data to the PSP and/or the Platoon Leader.
In OUT-IN communications, we observe solely the PSO operations,
where vehicles exclusively receive synchronization instructions
from the Platoon Leader. On the other hand, IN-OUT-IN commu-
nications encompass the remaining operations, namely PF, MC,
and IM. In these instances, there is an active interaction between
the vehicles and the PSP and/or Platoon Leader to execute specific
tasks.

6.1.3 Applying the privacy manager. As detailed previously, the
requisite planning use case comprises six primary operations that
vehicles undergo: PGC, PF, PSO, MC, IM, and PD. In this segment,
we examine platooning services from the perspective of the pri-
vacy manager. This examination elucidates how personal or sen-
sitive data are safeguarded throughout each of these operations.
To achieve this goal, we rely on the PM description provided in
Sect. 5. The PM is delineated into four distinct modes within the
vehicle for interacting with the PM: direct access, PET application,
computation from raw data, and combination.

In the context of direct access, both OEM and PSP entities require
vital client information during the subscription to the platoon use
case. This essential data includes client IDs, addresses, payment
details, and more, all of which will be used for the purpose of client
billing.

The PET application is generally divided into three parts:
Anonymization By using pseudonyms or temporary identifiers

for vehicles within a platoon, PETs can prevent the direct
linkage of specific vehicles to their real identities.

Encryption By establishing encrypted communication channels
between platooning vehicles to prevent unauthorized access
to sensitive data, ensuring that only authorized vehicles
within the platoon can exchange information securely.

Perturbation Implementing differential privacy techniques can
add controlled noise to data shared among platooning ve-
hicles. This ensures that while useful insights can still be
derived from the shared data, the privacy of individual vehi-
cles and their passengers is preserved.

The Operations PGC, PF, PSO, MC, IM, and PD each employ PETs
to uphold data privacy. These operations utilize one of the three
types of PETs [17]. For instance, Homomorphic Encryption can be
employed to encrypt data, which is then sent to the PSP for compu-
tation. The PSP can execute these computations on encrypted data
without gaining access to any specifics about the vehicles. This
approach is analogous to the application of Operation PF in work
of Chah et al. [8]. The data is homomorphically encrypted, and
then the target acceleration is obtained through this homomorphic
operation. The homomorphic encryption and key management
processes will be seamlessly integrated into the privacy manager.
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This strategic decision ensures that any application utilizing the
privacy manager will not be required to independently implement
these security measures. By centralizing encryption and key man-
agement within the privacy manager, redundancy is eliminated,
optimizing efficiency and reducing the need for multiple imple-
mentations across various applications. This streamlined approach
not only enhances security but also promotes a more cohesive and
resource-efficient system for diverse applications that leverage the
privacy manager.

The combination of PET application and computation from raw
data is used during the PGC operation when the PSP needs only the
intersection of all vehicles without knowing their real position. and
MC operation, to ensure proper platoon behavior, the leader must
maintain real-time communication with the PSP. The PSP should
only have access to data pertaining to the conditions and behavior
of the platoon.

The data utilized during platooning services varies depending on
the previously mentioned operations. For example, the operation PF
needs indirect identification data sets, such as location information
and vehicle material details, to facilitate the formation of vehicle
platoons (cf. Chah et al. [8] for more details).

6.2 Scenario 2: Silent Testing
6.2.1 Description. Silent Testing is a test method that leverages
data on automated vehicles (AVs) from a customer fleet. This sec-
tion introduces the Silent Testing use case and describes different
logical components of a Silent Testing system. Wang [54] sum-
marizes several concepts related to the topic of Silent Testing as
available in recent research and industry. Although different terms
and concepts are used, the common approach in the mentioned
sources and which we in the following refer to as Silent Testing
is to monitor a System under Test (SuT) in real-world conditions
on public roads, but without control of the vehicle’s actuators and
interference with other safety relevant systems of the AV. A human
driver or a validated automated driving system are performing the
actual driving task in the AV with the running SuT, but driver and
passengers do not actively participate in the monitoring activities
of Silent Testing in any way. With these restrictions, Silent Testing
does not pose any safety risk for the passengers of the AV and the
environment. One main use case of the collected data from the
customer fleet is the safety validation of an AV, but it can serve as
an input for continuous software improvements of a defined SuT as
well, for example in the form of training data for neural networks.

The data collections with Silent Testing vary highly with the
specific monitoring and development goals. In the following, we
therefore provide an exemplary, but non-comprehensive description
of the different logical components of the Silent Testing System
following the dissertation from Wang on Silent Testing with the
"Virtual Assessment of Automation in Field Operation" (VAAFO)
approach [54, 55], but also considering efforts from the industry on
data collections with a customer fleet, as described in a Tesla patent
on training data collection for neural network optimization [28] and
in a press release from CARIAD on an intelligent data acquisition
method named Big Loop [47].

Current implementations of the Silent Testing concept in general
consist of hardware and software in the customer vehicle and a

cloud backend. In the vehicle, the Silent Testing SuT as an already
released or unreleased software is evaluated against the use case
specific monitoring goals with a Silent Testing trigger component.
This Silent Testing trigger component uses data from the SuT, an
already released software version that is running in parallel or other
reference data created by the Silent Testing system as an input for
monitoring of the SuT in real-time. In the next step, the activation
of a Silent Testing trigger is communicated to a Silent Testing ring
buffer. This component continuously buffers data snapshots from
the SuT, a released software version and further reference data
required for safety validation, simulation or other data analytics
methods in a specific Silent Testing use case. Tesla and CARIAD
specifically describe the use case of capturing sensor information
like camera images of the surrounding in cases where the AVs
neural networks require additional training data for optimized
performance. These data samples can be enhanced with additional
metadata like the vehicle’s location or vehicle dynamics information.
An active trigger initiates the transfer of the data that is temporarily
stored in the vehicle’s Silent Testing buffer to the Silent Testing
cloud backend via a connectivity module. The purpose of the Silent
Testing cloud backend is to distribute the collected data to the
respective stakeholders for evaluation. Furthermore, new Silent
Testing triggers and data collection requests can be defined here
and deployed again to the customer fleet, enabling continuous data
driven development.

6.2.2 Modeling. The involved entities consist of the vehicle as the
SuT and a service provider making use of a cloud backend. Within
the vehicle the levels of ECU, HPC and the In-Vehicle-Architecture
are relevant to follow the information flow of raw data. Regarding
the Vehicle-2-X layer, only the Vehicle-2-Service level is concerned
as we do not consider any interaction with other devices of the
driver or other road users for this scenario. From a functional view,
the provided functionality is part of the High-Performance Com-
puter(s) and in the diagnosis, mainly because of the data logging
and evaluation taking place. To which degree the topological ar-
chitecture is concerned will depend on the very specific function
evaluated. It might help again for considering the information flow,
but our described use case is not detailed enough to either make use
of it or rule out its assistance. Regarding the communication, the
communication is triggered inside the vehicle by the silent testing
trigger component and then submits data to the service provider.
Therefore, it is in the category of IN-OUT communication. The
vehicle itself should be considered as trusted. If the silent testing
service provider can be seen as trusted, will mostly depend on the
underlying service which should be tested or improved. If some
basic functionality of the vehicle is considered, because an original
equipment manufacturer (OEM) is testing its services, the OEM
can be considered as a trusted party. If the service is provided by
a third party, it is not that clear and also a semi-trusted relation-
ship could be considered. Whereas an untrusted party should not
get access to the data considered in this use case, as it in many
cases also allows to conclude further information about the vehicle
and its driver. The question if a direct or indirect identification is
possible will again depend on the exact function evaluated. Most
likely, indirect identification will be possible, if the tests are linked
to specific vehicles, then also direct identification will be possible.
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6.2.3 Applying the privacy manager. The application of the privacy
manager is in this scenario again depending on the specific target
function which will be evaluated by the SuT. It would be possible
to add some noise to the collected data via the privacy manager,
to encrypt the data or to use it for some multi-party computation.
As the main use case consists of the collection of specific raw data
to investigate flaws in certain computations/algorithms separating
the computation from the application itself will most likely not
be possible without diminishing the desired result in this use case.
However, in most cases the service provider will be trusted, i. e. if
the service provider is trying to test or improve some algorithms
influencing the driving, thus safety critical functions. Therefore, not
trusting the service provider would lead to more serious problems
for the users than risking their privacy.

7 DISCUSSION
The use of the system model was straight forward. As expected not
all parts of the model are needed for the scenarios we investigated,
but we were able to model both scenarios without major difficulties.
The larger challenge was to apply the privacy manager. Especially
in the silent testing use case, the main result was that even with a
more general approach like the privacy manager, the decision how
privacy can be protected aka which of its operation modes can be
used, depends on details of the scenario. In this case: the specific
target function which should be evaluated. Specifically in this use
case, it also showed that trying to keep the raw data secret from an
application respectively a third party might not work in all cases
without limiting the desired goal. While we can argue in this use
case that the service provider should be trusted, there might be
other scenarios where this is not the case.

7.1 Limitations
While our proposed approach of integrating a holistic privacy con-
cept via the privacy manager in the architecture of the vehicle offers
several advantages to make the implementation of privacy policies
more efficient, it does not come without limitations.

One of the limitations of our work is certainly that as of today
we do not have a prototype implemented. This results in several
unknowns: (i) Even if our proposal offers a more lightweight way
for applications to make use of PETs. It might still be hard for devel-
opers to select the most appropriate or an even suitable PET [44].
Our work also only covers data processing in the vehicle and we
do not tackle the challenge of how to select a secure and privacy-
friendly cloud service [40, 41] or how a customer could asses it [4].
(ii) Another limitation concerns the approach to separate the com-
putational logic on raw data from the application. While it may
be feasible in many situations, approaches based on distributed
machine learning methods like federated learning [31] could not
benefit from it and would still need access to the raw data to con-
tinue training their network. (iii) Furthermore, adding noise to the
data, e. g. for differential privacy [18] is a difficult challenge and
might need some interaction with the application: Since the PM
does not know about the target function which needs to be eval-
uated for the application to work, it is hard to decide for the PM
which type or amount of noise [51] to add without impacting the
functionality.

Thus, if the privacy manager can be successfully applied might be
highly specific and needs to be evaluated for each individual use
case.

Even if applied correctly, our proposed approach is not able to
prevent all privacy incidents: One example would be parties who
got legitimate access to certain data and then use it for other pur-
poses (cf. [3, 12]), i. e. sell it to law enforcement agencies, or leak
the data due to insecure or misconfigured systems (cf. [50]). An-
other example are requests from the police, e. g. for self-driving
car footage for video evidence [34, 45] which is a non-technical
problem which is not covered by our approach. It rather raises
legal and ethical questions (cf. Tronnier et al. [51]) which are not
in scope of our work. In the same manner, it is unclear how the
privacy manager and its integrated PETs would affect the users’
trust [21–23], the user’s willingness to pay for PETs [20] or the
companies’ intentions to handle the data. The latter has recently
been investigated [35] for cars with all reviewed brands receiv-
ing privacy warning labels. However, the researchers investigated
only privacy policies, company websites, news reports, research
whitepapers, app store entries, and customer reviews, but not the
systems respectively vehicles themselves.

8 CONCLUSION AND FUTUREWORK
We contribute to the field of privacy-by-design in vehicles with a
generic system model for the purpose of identifying the relevant
entities, data flow and spoting suitable locations to apply PETs.
A subsequent contribution is the concept of our privacy manager
which eases the application of PETs for applications and provides
a way to separate the computations on raw data and the applica-
tion logic. Our evaluation by applying the system model and the
privacy manager to two distinct use cases shows that our approach
is feasible and supports the integration of privacy.

For future work, a valuable contribution could be to specifically
think of scenarios making use of machine learning in a way that the
system continuously trains its model. As discussed in the limitation
section, this might be a requirement where the computation on raw
data and the application can not easily be separated. Therefore, an
additional operation mode could be needed which not only allows
to share the results of a computation but perhaps allows to train a
machine learning model, e. g. by making use of federated learning.

Furthermore, we intent to built a prototype of the privacy man-
ager and demonstrate that it is applicable on recent automotive
computation systems. For that purpose, we also aim to port or imple-
ment suitable PET libraries and demonstrate that the computational
power is sufficient during runtime.
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